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Abstract 

Title of Dissertation: Less is more: alcohol weakens inhibitory signaling to strengthen 

striatal complex output 

Paige McKeon, Doctor of Philosophy, 2023 

Dissertation directed by: Brian Mathur, PhD, Associate Professor, Department of 

Pharmacology 

The striatal complex critically integrates a variety of inputs to regulate the motivation to 

perform, and the performance of, discrete action sequences executed under goal-directed 

and habitual strategies. Drugs of abuse such as alcohol target the striatal complex, 

strengthening associations between rewards and external cues and, over time, shifting 

intake from being goal-oriented toward compulsively automated. Our work herein 

examines alcohol targeting of the striatal complex under two different conditions: under 

the first condition, we ultimately aim to determine if and how alcohol alters the firing of a 

GABAergic cellular population called fast-spiking interneurons (FSIs) known to regulate 

striatal output to mediate habitual behaviors. To that end, we uncover a novel mechanism 

mediating FSI synchronous firing. Under the second condition, we examine how acute 

alcohol exposure influences the experience of reward. Alcohol strengthens a form of 

inhibitory plasticity in the NAc that is mediated by brain derived neurotrophic factor 

(BDNF) signaling, but whether this interaction regulates alcohol reward is unknown. We 

here discover the sources of BDNF that drive this form of plasticity and further find that 

simulating BDNF-releasing afferents in vivo is rewarding to mice. We also find that alcohol 

and BDNF may interact in vivo to mediate reward. As such, these findings point to a novel 

mechanism for alcohol reward: BDNF signaling at inhibitory synapses in the NAc.   
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Chapter 1: Introduction 

At the heart of preclinical and clinical investigations towards developing treatments for 

alcohol use disorder (AUD) lies two questions: why do people drink alcohol? And why do 

some people drink so much that they develop AUD?  

To address these unknowns, an understanding of the brain circuitry, cell types, and 

integration of circuits that regulate alcohol intake across stages of alcohol use, misuse, and 

addiction is critical.  

 

1.1 The striatal complex 

 The striatal complex of the basal ganglia integrates a variety of diverse inputs to 

enable the motivation to perform, and the performance of, discrete action sequences 

executed under goal-directed and habitual strategies. It can be divided into two functionally 

discrete regions: the dorsal striatum, which controls motor sequences and cognitive 

functions, and the ventral striatum, which regulates motivated behaviors (Chen et al., 2020; 

Alexander et al., 1986; Wichman and Delong, 1996). The wide variety of behaviors 

encompassed by striatal activity can be attributed to the fact that it is innervated by 

excitatory glutamatergic motor, sensory, associative, and limbic cortices (Hunnicutt et al., 

2016; Alexander et al., 1986; Haber, 2016). The dorsal striatum contains the caudate 

nucleus (dorsomedial striatum or DMS) and putamen (dorsolateral striatum or DLS; 

Alexander et al., 1986; Middleton and Strick, 2000). The ventral striatum contains the 

nucleus accumbens (NAc) and olfactory tubercle (Russo et al., 2010; Grueter et al., 2012). 

The NAc can be even further segregated into the NAc core and NAc shell, with the core 
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bearing more similarity to the dorsal striatum and the shell more often compared to the 

amygdala (Zahm and Brog, 1992; Groenewegen et al., 1999). Cell types expressed in dorsal 

and ventral striata are relatively consistent (Gerfen, 1992; Nicola et al., 2000; Stuber et al., 

2012). The predominant neuron population expressed in the striatal complex is inhibitory 

(GABAergic) medium spiny projection neurons (MSNs; Hedreen and Holm, 1992). MSNs 

are generally classified into two subgroups based on whether they release dynorphin or 

enkephalin as well as whether they express dopamine 1- or 2-like receptors (D1R and D2R, 

respectively; Gerfen, 1992; Gerfen and Surmeier, 2011). Interneurons are also contained 

within the striatum. Providing potent GABAergic control over MSNs are parvalbumin-

expressing, fast-spiking interneurons (FSIs) and low threshold-spiking interneurons 

(LTSIs), but there are also modulatory cholinergic interneurons (CHIs, also known as 

tonically active neurons or TANs; Kita et al., 1990; Kawaguchi, 1993; Tepper and Bolam, 

2004; Chuhma et al., 2011; Ribeiro et al., 2019). MSNs may also target each other via 

inhibitory synapses (Taverna et al., 2007), though this is much more likely to occur in 

dorsal striatum than ventral striatum (Chuhma et al., 2011). Powerful activation of 

glutamatergic inputs onto dorsal and ventral striatum MSNs is required to drive MSNs to 

fire due to the powerful inhibition from GABAergic interneurons, which act as a sort of 

filter for extraneous excitation.  

 

1.2 Reward and goal-directed behavior circuitry 

Initiation and continuation of approach towards rewarding stimuli as well as 

avoidance of aversive stimuli is mediated by the integration of a variety of inputs by NAc 

MSNs (Salamone and Correa, 2002; Pezze and Feldon, 2004; Klawonn and Malenka, 
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2018). It is canonically accepted that MSNs expressing D1R activate the “direct” pathway 

by targeting the ventral pallidum to inhibit GABAergic ventral tegmental area (VTA) 

neurons to mediate motivated behaviors, while MSNs expressing D2R activate the 

“indirect” pathway by inhibiting the VTA directly to regulate either suppression of satiety 

or aversion (Hikida et al., 2010; Sesack and Grace, 2010; Xia et al., 2011; Tai et al., 2012; 

Hikida et al., 2013; Yamaguchi et al., 2015; Nguyen et al., 2018; Sandoval-Rodriguez et 

al., 2023; Nakanishi et al., 2014; Volkow and Morales, 2015). However, while much 

remains unknown about how NAc MSN output is controlled in the regulation of reward 

and aversion, these output pathways are highly disputed (White and Hiroi, 1991; Kupchik 

et al., 2015; Soares-Cunha et al., 2016; Kupchik and Kalivas, 2017; Soares-Cunha et al., 

2020; Soares-Cunha et al., 2022; Zhou et al., 2022; Da Cunha et al., 2012; Soares-Cunha 

et al., 2016). More specifically: while the VTA does seem predominantly innervated by 

D1R MSNs, ~50% of D1R MSNs also target the ventral pallidum along with D2R MSNs 

(Lu et al., 1998; Kupchik et al., 2015; Soares-Cunha et al., 2020). Furthermore, a separate 

subpopulation of MSNs expressing both D1R and D2R exists along a ventromedial 

gradient from 7.3 to 14.6% in NAc core and shell, respectively (Surmeier et al., 1996; 

Gagnon et al., 2017).  

Much has been revealed about the intricacies of NAc circuitry through optogenetics 

(Britt et al., 2012; Stuber et al., 2012), immunohistochemistry (Phillipson and Griffiths, 

1985), and tracing studies (Friedman et al., 2002). Excitatory glutamatergic inputs into the 

NAc come from amygdala, prefrontal cortex (PFC), ventral hippocampus, and thalamus 

(Phillipson and Griffiths, 1985; Friedman et al., 2002; Britt et al., 2012; also summarized 

in Sesack and Grace, 2010) and the strength of these synapses can be modulated by VTA 
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dopamine neurons (Stuber et al., 2012; Nicola et al., 2000; Yu et al., 2019). Dopaminergic 

(modulatory) and GABAergic (inhibitory) inputs from the VTA also target the NAc. 

Interestingly, VTA dopaminergic inputs display heterogeneity, with some co-releasing 

glutamate or GABA onto MSNs in addition to dopamine (Stuber et al., 2010; Tecuapetla 

et al., 2010; Tritsch et al., 2014). The timing and concentration of dopamine released from 

the VTA depends upon a balance between vesicular release, dopamine transporter (DAT) 

reuptake, and diffusion (Rice and Cragg, 2008). Dopamine neurons can control their own 

activity as well, by inhibiting themselves via D2R auto-receptor signaling (Ford, 2014). 

Presynaptic D2R activation on dopamine neurons also controls DAT functioning by 

increasing its activity (Lee et al., 2007). Glutamatergic projections can reciprocally 

modulate VTA dopamine neuron activity, inhibiting dopamine release via ionotropic 

glutamate receptors (kainite, AMPA, or NMDA; Avshalumov et al., 2008; Yavas and 

Young, 2017) or via activation of metabotropic receptors if synaptic overflow of glutamate 

occurs due to high intensity stimulation (Zhang and Sulzer, 2004; Yavas and Young, 2017). 

But glutamate can also activate dopamine terminals, as others have seen that optogenetic 

activation of glutamatergic prefrontal cortex inputs drives dopamine release (Mateo et al., 

2017). Serotonin is another monoamine in the NAc, but its effects are dissociable from 

dopamine. Dopamine reduces MSN responses to excitatory transmission from the 

paraventricular thalamus (PVT) only, while serotonin reduces MSN responses to the PVT, 

basolateral amygdala (BLA) and ventral hippocampus (Muramatsu et al., 1998; Mathur et 

al., 2011; Christoffel et al., 2021). 

The overarching understanding about the NAc as an integration center for these 

inputs is that the glutamatergic inputs encode environmental stimuli including contexts, 
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cues, and internal states, and the dopaminergic input reinforces these signals (Charara and 

Grace, 2003; Day et al., 2007; Stuber et al., 2008; Brown et al., 2011; Flagel et al., 2011; 

Pennartz et al., 2011; Britt et al., 2012). All glutamatergic inputs innervate MSN 

subpopulations relatively equally (Li et al., 2018) and activation of each glutamatergic 

input reinforces instrumental behavior as does direct optogenetic activation of NAc MSNs, 

suggesting that perhaps the amount of glutamate released is more important to consider 

than the specific projection releasing glutamate (Britt et al., 2012). However, this is 

contradicted by a tracing study finding that afferents from NAc MSNs to the ventral 

pallidum receive no synaptic contact with prefrontal cortex and ventral hippocampus (Papp 

et al., 2012) and others associating hippocampus activation to contextual information, the 

amygdala to emotionally salient events, and the PFC with cue value (Everitt and Wolf, 

2002; Kelley, 2004; Pennartz et al., 2011; Russo and Nestler, 2013). Measuring synaptic 

strength of these inputs has also revealed some discrete specificity, though there is disparity 

between studies about exactly how the projections differ in synaptic strength onto MSN 

subpopulations. Deroche and Yocky find that excitatory synaptic strength from the 

amygdala is greatest on D1R MSNs while PFC and hippocampus strength is greater on 

D2R MSNs (2021), yet others using similar approaches find that there are stronger inputs 

from hippocampus onto D1R MSNs due to more synaptic connections on D1R MSN 

dendrites (MacAskill et al., 2012; Scudder et al., 2018). It is possible these disparities are 

due to slight differences in experimental strategies, namely viral injection locations. 

Ultimately though, it is agreed that synaptic plasticity occurring at glutamatergic 

projections into the NAc is a crucial mechanism by which particularly salient stimuli, such 
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as drugs of abuse, strengthen NAc output (Schotanus and Chergui, 2008; Sun et al., 2008; 

Kheirbek et al., 2009; Schmidt and Pierce, 2010; Wolf and Ferrario, 2010; Schultz, 2011). 

GABAergic innervation of NAc MSNs comes predominantly from other MSNs and 

interneuron populations within the NAc, as previously mentioned. The role of GABA 

signaling in the NAc and its interplay with other systems is largely unknown. Interneurons 

also rely on excitation from PFC, amygdala, ventral hippocampus, and VTA (Qi et al., 

2016; Yu et al., 2017; Scudder et al., 2018; Trouche et al., 2019), though their integration 

of these inputs is far stronger than that of MSNs (Wright et al., 2017; Yu et al., 2017; 

Scudder et al., 2018). FSIs are the major source of inhibition in the NAc (Qi et al., 2016; 

Wright et al., 2017; Yu et al., 2017; Schall et al., 2021). Contradictory optogenetic studies 

(Qi et al., 2016 versus Chen et al., 2019, for example) unpacking the behavioral 

consequences of NAc FSI activation ultimately point to the fact that FSIs, which are 

typically uncoordinated during reward-seeking tasks (Berke, 2008), may be difficult to 

examine experimentally without using broad network activation or inhibition (Covey and 

Yocky, 2021). LTSIs also provide inhibitory control over both D1R and D2R MSNs 

(Scudder et al., 2018) following activation from the same excitatory inputs as FSIs and 

MSNs (Ribeiro et al., 2019). While LTSIs do not modulate NAc output nearly as strongly 

as FSIs, addiction studies have revealed that their activation enhances the strength of 

reward experienced by drugs of abuse (Smith et al., 2017; Ribeiro et al., 2019).  

CHIs, a source of the neurotransmitter acetylcholine and another source of 

glutamate, are activated from all the same extra- and intra-striatal projections as the other 

neurons described, however, they are not targeted by FSIs or other CHIs (Guo et al., 2015). 

But interestingly, they are predominantly targeted by inhibitory axons (Gonzales and 
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Smith, 2015). Acetylcholine released from CHIs targets ionotropic nicotinic receptors and 

metabotropic muscarinic receptors (Gonzales and Smith, 2015). CHIs can directly or 

indirectly excite external NAc targets via nicotinic receptors on dopaminergic, 

glutamatergic, or GABAergic neurons (Nelson et al., 2014; Mateo et al., 2017) or through 

targeting of muscarinic receptors on internal GABA sources (Abudukeyoumu et al., 2019). 

Feedforward excitation via potentiation of glutamate signaling or inhibition via 

potentiation of GABA signaling is also possible (Witten et al., 2010; Mateo et al., 2017). 

CHIs also control dopamine release in the NAc, directly eliciting dopamine release both ex 

vivo and in vivo (Zhou et al., 2002; Exley and Cragg, 2008; Mateo et al., 2017). This may 

be dependent upon the rate of dopamine neuron activity, whereby low firing rate enables 

facilitation of dopamine release (Mateo et al., 2017). However, high dopamine neuron 

firing rate, which is associated with reward-seeking behaviors, is associated with 

suppression of dopamine release by acetylcholine activity (Collins et al., 2016; Collins et 

al., 2019). Acetylcholine from CHIs also can activate glutamatergic PFC inputs in the NAc, 

which can facilitate dopamine release from VTA (Mateo et al., 2017). The role of CHIs in 

reward is ultimately unclear, or otherwise it is complicated. Optogenetics studies have 

revealed they can suppress (Witten et al., 2010), facilitate (Lee et al., 2016) or have no 

effect (Witten et al., 2010) on cocaine conditioned place preference (CPP), as an example. 

See Figure 1.1 for a circuit map diagram of neurotransmission integration in the NAc. 
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Figure 1.1 Ventral striatum integration of neurotransmission. Left: Location of ventral 

striatum depicted in a hemisected mouse brain slice. Right: Magnification into ventral 

striatum depicts integration of inputs onto cell subpopulations. Glutamate is released onto 

all cell subpopulations within the ventral striatum from the prefrontal cortex, amygdala, 

hypothalamus, hippocampus, and thalamus. The ventral pallidum and amygdala serve as 

extrinsic sources of GABA. Fast-spiking interneurons (FSIs) and low threshold-spiking 

interneurons (LTSIs) release GABA onto both subpopulations of medium spiny neurons 

(MSNs). MSNs may also inhibit each other. Cholinergic interneurons (CHIs) release 

acetylcholine onto LTSIs and both subpopulations of MSNs to modulate their activity. 

MSN subpopulations are characterized by expression of dopamine 1- or 2-like receptors 

(D1R and D2R, respectively) and their output can activate either the direct pathway (D1R 

MSNs) or the indirect pathway (both D1R and D2R MSNs). The ventral tegmental area is 

a source of dopamine for the ventral striatum, but can also co-release glutamate or GABA 

(see Figure 1.3 for more detail). 
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While dopamine receptor expression on MSNs as the mediator of output pathways 

in the NAc is disputed, this is less so the case in both medial and lateral regions of the 

dorsal striatum; MSNs expressing D1R are heavily associated with “direct” pathway 

activation, targeting GABAergic substantia nigra reticulata and the internal segment of the 

globus pallidus neurons, while those expressing D2R are associated with the “indirect” 

pathway, targeting GABAergic external segment of the globus pallidus neurons (Gerfen 

and Wilson; 1996; Gertler et al., 2008; Matamales et al., 2009; Valjent et al., 2009; 

Bertrain-Gonzalez et al., 2010; Kravitz et al., 2010; Sesack and Grace, 2010 Chuhma et al., 

2011; Gerfen and Surmeier, 2012). It is generally understood that both DMS and DLS 

receive glutamatergic input from thalamus (particularly the intralaminar thalamic nuclei; 

Smith et al., 2004) and cortex (Groenewegen et al., 1999; Heilbronner et al., 2016). But 

recent studies have revealed that inputs may be more discrete than previously thought. The 

weight of inputs onto D1R and D2R differ whereby D1R MSNs receive afferents primarily 

from secondary motor, visual, and cingulate cortices and D2R MSNs receive inputs 

primarily from primary motor and sensory cortices as well as the thalamus (Lu et al., 2021). 

The posterior DMS also may integrate inputs differently than other regions of DMS; 

prelimbic cortex and BLA inputs both target this region, but only plastic events at prelimbic 

cortex inputs onto D1R MSNs are critical for goal-directed learning (Fisher et al., 2020). 

However, the BLA also targets the prelimbic cortex and must be activated for the goal-

directed learning mediated by prelimbic-D1R MSN plasticity (Fisher et al., 2020). The 

FSIs of the dorsal striatum are expressed in a gradient, whereby stronger concentrations of 

FSIs can be seen in the DLS as compared to the DMS (Schlosser et al., 1999; Luk and 

Sadikot; 2001;Tepper and Bolam, 2004). FSIs may be more heterogeneous in the dorsal 
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striatum than in the NAc; it was recently discovered that FSIs in the DMS have increased 

excitability as compared to DLS FSIs and that only DLS FSIs receive excitatory input from 

the cingulate cortex (Monteiro et al., 2018).  

Dopamine is released into the dorsal striatum from the substantia nigra as well as 

the lateral VTA (Bolam et al., 2000; Haber et al., 2000; Lerner et al., 2015). It is well 

supported that dopamine release in the NAc and DMS facilitates the formation of goal-

directed, flexible cognition and behavior (Grospe et al., 2018; Wang et al., 2020; van der 

Merwe et al., 2023), although others have seen that dopamine signaling in the DMS is 

critical for the development of compulsive reward seeking (Seiler et al., 2022). Similar to 

the NAc, dopamine release mediates plastic events at glutamatergic inputs onto striatal 

MSNs (Graybiel, 2008; Surmeier et al., 2007; Wickens et al., 2009; Lovinger, 2010). In 

the context of behavioral tasks, dopamine can induce long-term potentiation (LTP) and 

long-term depression (LTD) in D1R- or D2R-expressing MSNs, respectively, to allow the 

basal ganglia to disinhibit thalamocortical neurons (Frank, 2005). Dopamine activation of 

D1R facilitates glutamate receptor trafficking thus enhancing excitability of those cells, in 

opposition to that of D2R activation (Snyder et al., 2000; Sun et al., 2005; Hallet et al., 

2006; Gerfen and Surmeier, 2012). LTSIs in the DMS are anatomically close in proximity 

to dopamine afferents and directly prevent optogenetic induction of dopamine release via 

activation of GABAB receptors, thus locally gating dopamine release into the DMS in vitro 

(Holly et al., 2022). In vivo, dopamine sensor imaging during operant learning reveals that 

LTSIs modulate striatal dopamine dynamics (Holly et al., 2022). 

 Glutamate signaling in the DMS is needed for efficient shifting in response patterns 

due, at least in part, to its elevation of acetylcholine from CHIs (Palencia and Ragozzino, 
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2006). CHIs in the DMS are in fact critical for the ability to be behaviorally flexible and 

less compulsive (Aoki et al., 2015; Martos et al., 2017). It is unclear if these findings are 

due to the glutamate or the acetylcholine released by CHIs (Bradfield et al., 2013; Prado et 

al., 2017). But genetically silencing acetylcholine and not glutamate release impairs 

behavioral flexibility, promotes habit formation, and causes maladaptive eating in mice 

(Favier et al., 2020). Perhaps pointing to a mechanism, blocking acetylcholine signaling in 

the DMS is associated with diminished dopamine efflux (Threlfell et al., 2012; Favier et 

al., 2020). However, this contradicts with other work demonstrating that in both dorsal 

striatum and NAc, acetylcholine release by CHIs inhibits electrically-evoked dopamine 

release (Cachope et al., 2012; Foster et al., 2014; Shin et al., 2017). Reciprocally, dopamine 

signaling modulates acetylcholine release from CHIs in a striatal subregion-specific 

manner; midbrain dopamine neurons drive pauses in DMS firing mediated by D2R 

activation while mediating robust bursts in DLS CHIs due to glutamate co-release and 

activation of muscarinic glutamate receptors (Cai and Ford, 2018). Notably, despite the 

short bursts in activity in the DMS, the frequency of CHI to MSN neurotransmission is 

higher in DMS (Cai and Ford, 2018). See Figure 1.2 for a circuit map depiction of 

neurotransmission integration in the dorsal striatum, 
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Figure 1.2 Dorsal striatum integration of neurotransmission. Left: Location of dorsal 

striatum depicted in a hemisected mouse brain slice. Right: Magnification into dorsal 

striatum depicts integration of inputs onto cell subpopulations. Glutamate is released onto 

all cell types within the striatum from regions of cortex, thalamus, and amygdala. Fast-

spiking interneurons (FSIs) and low threshold-spiking interneurons (LTSIs) release GABA 

onto both subpopulations of medium spiny neurons (MSNs). MSN subtypes also inhibit 

each other. Cholinergic interneurons (CHIs) release acetylcholine onto LTSIs and both 

subpopulations of MSNs to modulate their activity. Dopamine is released from the 

substantia nigra into the striatum. MSN subpopulations are characterized by expression of 

dopamine 1- or 2-like receptors (D1R and D2R, respectively) and their output can activate 

either the direct (D1R MSN) or indirect (D2R MSN) pathways. 
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1.3 Alcohol hijacks circuitry subserving motivated behavior 

One hypothesis is that people drink alcohol because it feels good; alcohol is known 

to have powerfully rewarding properties. A recent imaging study in humans demonstrated 

that acute administration of a high (0.8 g/kg) dose of alcohol significantly increases 

connectivity from reward-related regions to sensory and motor cortices (Han et al., 2021). 

Others have found that adolescent and young adult social drinkers who subjectively find 

alcohol more rewarding drink more and have an increased risk of alcohol misuse (Allen et 

al., 2021; Morris et al., 2016; Jünger et al., 2017; King et al., 2011). Furthermore, those 

who find alcohol initially more rewarding have a higher likelihood of later developing 

AUD (King et al., 2021).  

Binge drinking, a goal-directed, motivated drinking pattern that raises blood 

alcohol concentration (BAC) above 0.08 g/dL of blood, is heavily correlated with increased 

risk of subsequent AUD development (Ehlers et al., 2022; Crews et al., 2019) and in and 

of itself leads to serious health repercussions (Jünger et al., 2017). Reciprocally, those with 

AUD symptomology are more likely to binge drink; a study looking at rate of alcohol 

consumption in early drinkers (aged 16-24) found that participants with more AUD 

symptoms reached peak BAC and drink numbers as compared to controls (Carpenter et al., 

2019).  

Human and rodent studies support the theory that aberrant neural plasticity and 

reactivity may exist prior to AUD onset. Binge drinkers have heightened resting state 

functional connectivity of networks subserving reward (NAc and DMS) and salience 

(orbitofrontal cortex and anterior cingulate cortex) as compared to light drinkers who can 

more easily control their consumption (Arienzo et al., 2020), suggesting that alcohol 
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aberrantly enhances output of these networks. Furthermore, binge drinkers who are 

otherwise healthy have increased reactivity of their NAc to reward receipt as compared to 

non-binge drinkers, though they have less functional connectivity from NAc to the dorsal 

anterior cingulate cortex suggesting this heightened activity is due to deficient regulation 

upon receipt of rewards (Crane et al., 2017). These human imaging studies have opened 

doors to investigations into neurotransmitter and peptide signaling systems through which 

alcohol may do this. Alcohol has a plethora of molecular targets, enabling it to modulate a 

wide variety of neurotransmitter systems and cellular populations in discrete circuits 

driving different symptoms of alcohol misuse and AUD (see reviews: Abrahao et al., 2017; 

Lovinger, 2008; Lovinger and Roberto, 2013; Lovinger and Abrahao, 2018; Egervari et al., 

2021; Brenner et al., 2020). 

 To unravel how brain circuitry is targeted by alcohol to aberrantly drive binge 

consumption, rodent models are used. The predominant focus of preclinical research 

investigations is alcohol interactions with glutamate signaling in the NAc. The findings 

altogether suggest that both acute and chronic alcohol exposures enhance excitatory 

transmission strength in the NAc to increase its output, albeit in different ways. Elevated 

levels of glutamate in the NAc support excess ethanol consumption (Griffin 3rd et al., 2014) 

and alcohol-preferring strains of mice have elevated basal glutamate levels as compared to 

alcohol-avoiding mice following repeated exposure to alcohol (Kapasova and Szumlinski, 

2008). Following a combined chronic alcohol use and alcohol vapor chamber exposure 

procedure, mice have enhanced glutamate activity at ventral hippocampal projections 

targeting NAc D1R MSNs due to insertion of glutamatergic AMPA receptors into these 

synapses (Kircher et al., 2019).  
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To gain an understanding of how alcohol influences the ability of the NAc to 

function as a circuit integration center, Kolpakova and colleagues (2021) utilized a dual 

wavelength optogenetic approach so that they could stimulate two circuits (PFC and BLA 

afferents in the NAc) at once on the same slice. This revealed that while both projections 

target the same populations of MSNs, NAc MSNs prioritize information from the PFC. 

Binge drinking alters this by strengthening BLA inhibition of PFC inputs (Kolpakova et 

al., 2021). Furthermore, in vivo optogenetic stimulation of the BLA but not the pPFC 

suppresses escalation of alcohol binge drinking in mice (Kolpakova et al., 2021). Many 

others support the theory that alcohol intake potentiates DMS glutamatergic transmission 

and inhibition of this attenuates alcohol-seeking (Wang et al., 2010; Wang et al., 2012; Ma 

et al., 2017; Roltsch Hellard et al., 2019). 

Yet there are lines of evidence suggesting otherwise. Pharmacologically or 

chemogenetically increasing activation of the NAc core diminishes binge-like 

consumption of alcohol but not other fluids (Purohit et al., 2018; Pozhidayeva et al., 2020). 

Providing the first evidence for bidirectional control of NAc core and binge-like drinking, 

pharmacologically diminishing NAc core activity effectively increases drinking (Purohit 

et al., 2018). This disparity in the literature may be because these latter studies utilized 

global activation or inactivation of NAc activity, neglecting the ability of alcohol to act in 

a synapse specific manner. 

This synapse specificity is also seen in the DMS. Excessive alcohol consumption 

in rats increases ionotropic glutamate receptors at the corticostriatal projection (a 

postsynaptically expressed mechanism) and increases the probability of glutamate release 

from the BLA (a presynaptic mechanism; Ma et al., 2017). Presynaptic D1R and D2Rs on 
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cortical afferents in the DMS are differentially targeted by alcohol, demonstrating even 

more intricate interactions of alcohol with this system. Postsynaptic D1R MSNs that are 

targeted by glutamatergic corticostriatal afferents expressing D2R have stronger responses 

to these afferents than postsynaptic D2R MSNs and excessive alcohol intake induces a 

long-term potentiation at the cortico-D1R MSN synapse, strengthening this projection (Lu 

et al., 2019). This is supported by other findings suggesting that  D1R MSNs are mediators 

of alcohol consumption, while D2R MSN activation is negatively associated with drinking 

(Cheng et al., 2017; Cheng and Wang, 2019; Roltsch Hellard et al., 2019). Furthermore, 

alcohol consumption increases NMDA receptor expression on D1R MSNs and optogenetic 

inhibition of D1R MSNs diminishes operant lever presses for alcohol in addition to the 

amount of alcohol consumed (Roltsch Hellard et al., 2019). Conversely, DMS long-term 

depression (LTD) induced optogenetically increases operant alcohol intake in a D2R-

dependent manner (Roltsch Hellard et al., 2019). Pointing to a potential mechanism, others 

have found that activation of postsynaptic, but not presynaptic, D2R inhibits corticostriatal 

transmission in an endocannabinoid (eCB)-dependent manner (Lu et al., 2019). Even 

concentrations of ethanol associated with mild intoxication can significantly alter plasticity 

in corticostriatal circuits mediating goal-directed behavior, impairing NMDA-dependent 

LTP dose dependently in the DMS and promoting LTD at higher concentrations (Yin et 

al., 2007).  

Differences in inhibitory neurotransmission are highly underexplored as they relate 

to alcohol use in the striatum, and thus the narrative is less complete. In other brain regions, 

acute alcohol enhances GABAergic signaling by acting directly as an agonist at GABAA 

receptors or by inducing GABA release (Siggins et al., 2005; Kelm et al., 2011). Evidence 
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for alcohol enhancing GABA neurotransmission largely points to indirect modulation via 

other signaling systems, namely those that act via presynaptic G protein-coupled receptors 

(reviewed in Kelm et al., 2011). In the DLS, acute ethanol inhibits stimulus-evoked 

inhibitory neurotransmission (Blomeley et al., 2011) and weakens the strength of inhibition 

from FSIs and MSNs onto other MSNs, thus disinhibiting DLS output (Patton et al., 2016). 

In the NAc, GABA from the VTA almost exclusively targets CHIs to enable reinforcement 

of reward behavior (Al-Hasani, et al., 2021), but beyond these studies not much is known. 

This gap in knowledge must be addressed moving forward in alcohol research, as it could 

point to novel treatment strategies and targets. 

There are many ongoing investigations pursuing a better understanding of aberrant 

modulation of other neurotransmitter systems in the NAc and DMS by alcohol (see 

reviews: Lovinger, 1997; Narahashi et al., 2001; Lovinger, 2008; Nam et al., 2013, 

Abrahao et al., 2017; Lovinger and Alvarez, 2017; Chouhan et al., 2020). The 

aforementioned eCB-mediated LTD in the NAc that is dependent upon metabotropic 

glutamate receptor signaling (Lu et al., 2019) is eliminated following exposure to drugs of 

abuse (delta9-tetrahydrocannabinol: Mato et al., 2005; cocaine: McCutcheon et al., 2011), 

and blocking these glutamate receptors suppresses drug seeking in a CB1-dependent 

manner (cocaine: Li et al., 2018). Genetic deletion or pharmacologically blocking 

dopamine 3 receptors (D3R, a D2-like receptor) increases expression of GABAA receptors 

(Leggio et al., 2015), which inhibits voluntary alcohol consumption due to the resultant 

elevated strength of inhibitory neurotransmission in the NAc (Leggio et al., 2019). A 

primary focus in the literature currently is the signaling interplay between dopamine 3 

receptor (D3R), RACK1/BDNF, and GABA. Ethanol consumption is substantially higher 
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in wildtype mice as compared to D3R knockout mice, and treating wildtypes with a D3R 

antagonist lowers their consumption (Leggio et al., 2014). Blocking BDNF signaling with 

an antagonist diminishes ethanol intake and lowers D3R expression in wildtypes and 

blocking signaling via D3R with buspirone also diminishes ethanol consumption 

culminating in the understanding that increased D3R together with increased 

RACK1/BDNF expression reinforce ethanol consumption (Leggio et al., 2014). This 

supports another finding that acute systemic administration of alcohol activates H-Ras, a 

protein activated downstream of TrkB that alcohol directly targets, in the NAc, as does 

operant self-administration of alcohol (Hamida et al., 2012). Genetic knockdown or 

pharmacological inhibition of NAc H-Ras reduces ethanol consumption alone as compared 

to other solutions and attenuates goal-directed seeking for alcohol (Hamida et al., 2012).  

BDNF as a positive regulator of alcohol reward and consumption is supported. 

BDNF signaling disinhibits the NAc and alcohol enhances this disinhibition (Patton et al., 

2019; see Figure 1.3). A study looking at BDNF mRNA levels in the VTA and terminal 

areas of the mesolimbic dopaminergic circuits of alcohol-preferring and -avoiding rats 

found that it was increased in the amygdala and VTA and diminished in the hippocampus 

of alcohol-preferring as compared to alcohol-avoiding rats with a trend for increased 

expression in the NAc, as well (Raivio et al., 2014). Following an acute administration of 

ethanol (1.5 and 3 g/kg), they further found that ethanol modulates BDNF levels in a 

region-specific manner, whereby it diminishes dose-dependently in the hippocampi of both 

rat types and significantly increases in the VTA of only alcohol-preferring rats at the higher 

dose (Raivio et al., 2014). Ethanol also induces region-specific changes in a time-

dependent manner, whereby significantly variable levels of BDNF mRNA are seen in 
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hippocampus, amygdala, frontal cortex, and NAc depending on the timepoint (ranging 

from 90 min to 24 h) of analysis (Raivio et al., 2014). 

Yet still others find that BDNF regulates controlled or diminished intake of ethanol 

(Logrip et al., 2008; Haun et al., 2018). And interestingly, in what appears to be 

contradictory to Hamida (2012), Leggio (2014), and their colleagues, others have 

determined that BDNF/RACK1 signaling may serve as a protective, homeostatic 

mechanism for attenuating elevated responding for ethanol and that reduction in BDNF 

levels augments ethanol consumption (McGough et al., 2004; Jeanblanc et al., 2006). A 

prediction that follows from these findings is that BDNF signaling through TrkB is required 

for BDNF-mediated reduction in voluntary ethanol consumption, and this is indeed the 

case (Jeanblanc et al., 2006). These oppositional findings demonstrate the need for further 

investigation into the role of BDNF in alcohol reward and consumption. 
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Figure 1.3 Summary of brain-derived neurotrophic factor (BDNF)-mediated 

disinhibition of the nucleus accumbens (NAc). Dopaminergic ventral tegmental area 

(VTA) neurons corelease dopamine, GABA, and BDNF onto D1R and D2R MSNs in the 

NAc. BDNF activates its canonical postsynaptic receptor tyrosine receptor kinase B 

(TrkB), initiating a signaling cascade culminating in dynamin phosphorylation. Thus, the 

weakening of GABAergic synapses that is observed is due to GABAA receptor 

internalization. Calcium entry through L-type voltage-gated calcium channels inhibits 

GABAA internalization when the voltage of the MSN is relatively depolarized (-60 mV). 

Ethanol targets BDNF signaling via TrkB to augment NAc disinhibition. 
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1.4 Alcohol, BDNF, and reward 

Conflicting lines of evidence in the exploration of the role of BDNF in elevated 

alcohol consumption raise the question: what is the role of BDNF in natural reward? 

Activation of TrkB via exogenous intrastriatal infusion of BDNF minimizes response 

preservation to an initial strategy for obtaining a reward, thereby facilitating faster strategy 

shifting for receipt of a reward (D’Amore et al., 2013). Examination of the role of lysine-

specific histone demethylase 1 (LSD1; an enzyme that positively regulates BDNF 

expression) in the lateral hypothalamus-medial forebrain bundle (LH-MFB) of rats further 

supports the idea that BDNF positively modulates the experience of reward and reward 

reinstatement. LSD1-driven increases in BDNF expression are critical in rats conditioned 

to press for self-stimulation, which is rewarding (Sagarkar et al., 2021). Notably, 

exogenous delivery of BDNF reinstates lever pressing in rodents with prior Lsd1 siRNA 

administration, which on its own blocks LSD1 and inhibits lever press activity (Sagarkar 

et al., 2021). In a molecular investigation on dopamine signaling in NAc D1R MSNs and 

its regulation of reward-related behavior via downstream signaling activation of mitogen-

activated protein kinase (MAPK), investigators discovered that MAPK phosphorylates 

Neuronal Per Arnt Sim domain protein 4 (Npas4) to increase its interaction with CREB-

binding protein (CBP), thereby increasing the transcriptional activity of Npas4 at the 

BDNF promoter to enhance reward-related learning and memory (Funahashi et al., 2019). 

The BDNF genetic mutation most heavily studied in relation to the drastic shift in 

the experience of reward as it relates to a variety of diseases is a nonsynonymous single 

nucleotide polymorphism in the BDNF gene (valine 66 to methionine; Val66Met), which 

results in a decrease of BDNF release and impacts the signaling of reward processing 
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neurotransmitters such as serotonin, dopamine, and glutamate (Ninan et al., 2010; 

Terracciano et al., 2010; Pattwell et al., 2012; Galvin et al., 2015; Hao et al., 2017; Jing et 

al., 2017; Cash et al., 2021). Recent fMRI research in humans reveals that Val66Met 

carriers show no activation to monetary gains and a blunted dopamine response to placebo 

analgesic, supporting BDNF as a mediator of reward by suggesting that less dopamine 

release correlates with lower sensitivity to reward (Pecina et al., 2014). Other fMRI 

research has looked into reactivity of the amygdala, a brain region critical for emotional 

processing and salience, in individuals carrying Val66Met as compared to controls with 

regards a variety of behavioral phenotypes including reward dependence during an 

emotional face-masking task (Redlich et al., 2020). Overall, higher BDNF methylation is 

associated with higher amygdala reactivity, with no significance between carriers of the 

mutant gene and controls (Redlich et al., 2020). Moreover, BDNF methylation is positively 

associated with harm avoidance and negatively associated with novelty seeking (Redlich 

et al., 2020). In a meta-analysis of 60 drug abusers (30 heroin, 30 methylamphetamine) and 

52 healthy controls, researchers found a positive association between BDNF promoter 

methylation and a variety of addictive phenotypes in those abusing drugs as compared to 

controls (Xu et al., 2016).  

 But it is important to note that negative associations between BDNF and reward in 

other contexts exist. While BDNF may mediate responses to cocaine, BDNF may in other 

circumstances reduce intake of morphine and cocaine (Graham et al., 2009; Lobo et al., 

2010; Koo et al., 2012). BDNF also contributes to symptomology of major depressive 

disorder (Eisch et al., 2003; Berton et al., 2006; Bakusic et al., 2021). Many of these studies 

reveal discrete synapse specificity, with BDNF differentially targeting D1R and D2R 
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MSNs. For example, BDNF release from the VTA onto D1R MSNs in the NAc strengthens 

GABAergic tone and reduces morphine and cocaine reward (Koo et al., 2012). 

Furthermore, chronic social defeat stress (a measure of stress susceptibility, which is 

associated with depression) is mediated by BDNF signaling through D2R MSNs in the 

NAc (Pagliusi et al., 2022). Interestingly though, BDNF signaling through D1R MSNs 

protects against social stress (Pagliusi et al., 2022). While this could theoretically indirectly 

enable individuals to better enjoy rewards in social environments, the higher expression 

level of TrkB receptors on D2R MSNs suggests that they are preferentially targeted by 

BDNF (Lobo et al., 2010; Baydyuk et al., 2011). 

Circuit-specific investigations in rodent models have elucidated more complexity 

to the system, as they demonstrate that BDNF may act differentially depending on the 

circuit in which it is released. For instance, following 3-day intra-cranial injection 

schedules of a cannabinoid receptor agonist in specific brain regions of rats, various effects 

on the reward experience occur (Navabpour et al., 2021). Intra-central amygdala (CeA) 

and intra-medial prefrontal cortex injections both elevate BDNF levels in the hippocampus, 

yet activation of cannabinoid receptors in the CeA result in a conditioned place preference 

while resulting in a conditioned place aversion when activated in the medial prefrontal 

cortex (Navabpour et al., 2021).  

Studies investigating how co-use of drugs promotes continual concurrent use 

provide further insight into the relationship between alcohol reward and BDNF. Those 

consuming alcohol often use and abuse it with other drugs; one example is that of nicotine 

and alcohol. Over 85% of those with AUD are estimated to also be smokers (Falk et al., 

2006; Grant et al., 2015; Saha et al., 2018). Investigators recently examined 
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neuroadaptations in the mesolimbic pathways of rats following ethanol and nicotine 

exposure via direct cannulation into the posterior VTA (Waeiss et al., 2010). While their 

main finding was that only ethanol and nicotine together triggered release of glutamate, 

dopamine, and BDNF into the NAc, they also notably found that exogenously 

administering BDNF through cannula prior to drug exposure was sufficient to enhance the 

reinforcing properties of ethanol alone in the NAc (Waeiss et al., 2010). This suggests that 

either BDNF signaling itself or another signaling system that converges with BDNF 

signaling may mediate ethanol reward.  

One prediction that follows from all these disparate findings is that midbrain BDNF 

enables associations with negative stimuli, which makes it critical for memories of 

potentially rewarding or aversive stimuli, but in the contexts of depression or high stress, 

BDNF signaling establishes abnormal associations even with nonthreatening stimuli 

(Nestler and Carlezon, 2006). However, this explanation does not account for why BDNF 

is observed as a reinforcer of reward in some lab settings. 

At the very least, it is evident that BDNF signaling is context dependent. Similarly, 

with drugs of abuse: context matters (age of consumption, associations between 

environment and drug use, how the drug is administered, etc.), thus it follows that this 

context dependence of drug use may be attributable to modulation of the BDNF system 

under different conditions by alcohol. Much work is needed for a better understanding of 

the relationship between BDNF and reward under different contexts, and whether this may 

be attributable to its interplay with other neurotransmitter systems. We herein investigate 

the relationship between BDNF interplay with neurotransmitter systems in the NAc and 

ethanol to address some of these gaps in knowledge. 
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1.5 Habitual consumption of alcohol 

 Repeated expression of any goal-directed behavior eventually gives way to 

automated behavior; this is associated with the transition from flexible circuitry in the basal 

ganglia to inflexible circuitry associated with habits (Graybiel, 2008; Lipton et al., 2019). 

As repeated alcohol exposure continues over time, habit formation is facilitated (Everitt et 

al., 2001; Graybiel, 2005). The high sensitivity of the brain to acute alcohol exposure and 

binge alcohol consumption makes it unsurprising that as repeated bouts of binging occur, 

brain circuits quickly adapt in ways that are hard to reverse. Not only does chronic alcohol 

use drive habitual consumption of ethanol, but it also accelerates habitual responding for 

natural rewards such as sucrose (Lesscher et al., 2010; Sjoerds et al.,2013; Corbit et al., 

2012). Interestingly, the extent of habitual decision making can even predict relapse in 

alcohol-dependent individuals (Sebold et al., 2014; Duka et al., 2017; Sebold et al., 2017). 

Circuit mechanisms mediating this behavioral shift are studied at length in rodents. 

This habitual consumption is associated with a shift in activation from the DMS to the 

DLS, and many have explored how exactly this shift occurs during alcohol intake. The 

orbitofrontal cortex (OFC) seems pivotal in this behavioral shift; ensembles of neurons in 

OFC, DMS, and DLS display different activities depending on whether an action is goal-

directed or habitual, with DMS and OFC becoming more engaged and DLS less active 

during goal-directed actions (Gremel and Costa, 2013). Interestingly, the magnitude of 

OFC neuronal activity correlates with the level of goal-directed behavior (Gremel and 

Costa, 2013). 

DLS lesion studies demonstrate that habitual behavior is not established in the 

absence of the DLS (Yin et al., 2004; Yin et al., 2006). In pursuit of a more direct, 
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mechanistic understanding of how the DLS drives habitual behaviors, many researchers 

have focused on dopamine and glutamate (Wickens et al., 2007; Belin-Rauscent et al., 

2012; Corbit et al., 2014). Whether and how alcohol modulates the strengths of 

corticostriatal inputs onto DMS and DLS MSNs over time to weaken cognitive flexibility 

and strengthen salience signal learning has drawn much research attention. To this end, a 

computational model of corticostriatal interactions performing concurrent goal-directed 

learning and habit learning was recently developed (Barnett et al., 2023). In this model, 

learning processes were distinguished by creating a distinction between PFC → DMS-

mediated learning, reliant upon reward-prediction error signals, and premotor cortex → 

DLS-mediated learning, supported by salience signals. Following poor outcome 

representation in the PFC, the efficacy of goal-directed learning was diminished and DLS-

mediated stimulus-response associations were strengthened (Barnett et al., 2023). This 

suggests that altering executive control by impairing PFC output enhances cognitive 

inflexibility. 

But the fact that the basal strength of inhibition in the DLS is twice that of the DMS 

suggests that DLS MSNs are under a stronger inhibitory tone and less sensitive to 

glutamatergic synaptic changes (Wilcox et al., 2014). Acute alcohol exposure diminishes 

the strength of inhibition onto MSNs (from FSIs and other MSNs; Patton et al., 2016) and 

repeated alcohol exposure causes differential changes in sensitivity to GABAergic 

transmission in the DLS and DMS, whereby it enhances inhibitory tone in the DMS and 

diminishes it in the DLS (Wilcox et al., 2014). Furthermore, following chronic ethanol 

consumption in a voluntary drinking paradigm, spontaneous glutamatergic transmission in 

the dorsal striatum is unchanged, while spontaneous GABA release is more frequent 
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(Wilcox et al., 2014). Altogether these findings demonstrate that it is likely that multiple 

coincident mechanisms through which alcohol targets the dorsal striatum exist. The 

potency of the inhibitory network in the DLS and the substantial evidence that alcohol 

targets GABAergic sources in the DLS makes these sources critically important to study.  

FSIs in the DLS are essential for the behavioral shift towards compulsivity. Beyond 

their aforementioned higher expression level in the DLS as compared to the DMS, what 

makes this cell population so critically important in the context of AUD is that it is directly 

targeted by alcohol and other psychoactive drugs (Wiltschko et al., 2010; Blomeley et al., 

2011; Patton et al., 2016) and causally linked to habitual responding for sucrose (O’Hare 

et al., 2017). Furthermore, ablation of FSIs in the DLS reduces ethanol consumption and 

attenuates habitual ethanol intake (Patton et al., 2021).  

FSIs co-activate to enhance their modulation of striatal output, which enables them 

to organize as ensembles to encode rapid, discrete action speed (Roberts et al., 2019) and 

drive balanced MSN network activity (Damodaran, 2014). It is accepted as canon that this 

co-activation occurs via gap junction formation between FSIs (Koos and Tepper, 1999; 

Lau et al., 2010; Zhang et al., 2014). However, connexin-36, the pore forming protein that 

creates gap junctions (Cummings et al., 2008), declines in expression from development 

into adulthood (Bruzzone et al., 1996; Belluardo et al., 2000) and investigations into other 

mechanisms that may exist to mediate this co-activation are lacking. The striatum is a site 

of functional convergence; while corticostriatal projections may be topographically 

organized, they also can overlap (Malach and Graybiel, 1986; Gerfen, 1989; Flaherty and 

Graybiel, 1991; Parthasarathy et al., 1992; Flaherty and Graybiel, 1993; Flaherty and 

Graybiel, 1995; Brown et al., 1998; Takada et al., 1998; Hoffer and Alloway, 2001). As 
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the striatum is the input nucleus of the basal ganglia, it makes sense that anatomical data 

reveals reciprocally connected cortical regions target the striatum with densely overlapping 

arborizations (Yeterian and Van Hoesen, 1978; Flaherty and Graybiel, 1993). Moreover, 

functionally distinct motor and somatosensory cortices converge in striatum (Flaherty and 

Graybiel, 1993). Corticostriatal terminals may target MSNs, shaping their output directly, 

(Kemp and Powell, 1971; Frotscher et al., 1981; Dube et al., 1988; Wilson, 1995; Wilson 

and Kawaguchi, 1996), but the literature also supports convergence of cortical afferents 

onto FSIs (Lapper et al., 1992; Bennett and Bolam, 1994). In fact, anatomical studies have 

revealed that there is denser arborization of cortical convergence onto FSIs, with nearly 

half their total population targeted dually by both motor and sensory cortical terminals 

(Ramanathan et al., 2002). In many cases, an individual FSI may be targeted by multiple 

cortical axons (Ramanathan et al., 2002). Convergent excitation onto inhibitory cell 

populations has been seen to drive synchrony in other brain regions leading to feedforward 

inhibition in a similar manner to that of FSIs onto MSNs (Wang et al., 2019). Altogether 

these findings suggest a role for the anatomically demonstrable convergence of cortical 

excitation onto FSIs as a mediator of their synchrony, but investigations into this are 

lacking in the literature. 

 

1.6 Specific Aims 

Though it is established that FSIs are targeted by ethanol and necessary for 

acquisition of habitual consumption of the drug, there are gaps in knowledge about how 

this small population of neurons can so potently modulate striatal output via their targeting 

of MSNs and whether this mechanism may stand as a target for alcohol in the progression 
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of AUD. We know that FSIs functionally organize as ensembles in adult animals (Roberts 

et al., 2019) and that the ability of FSIs to co-activate enhances their modulation of striatal 

output through temporal summation. This is largely thought to be enabled by FSI-FSI 

electrical coupling (Koos and Tepper, 1999; Lau et al., 2010; Zhang et al., 2014), yet 

mechanisms underlying FSI synchrony have not been investigated in adult mice. 

Understanding how FSIs modulate striatal output is highly informative towards work 

investigating aberrant modulation of FSIs by drugs of abuse, such as alcohol and we herein 

provide whole-cell patch-clamp and computational modeling data to enable a better 

comprehension of this. 

To address gaps in knowledge about FSI network activity and how this small 

population of neurons in the dorsal striatum is able to exert such powerful influence over 

MSNs to enable the habit formation and compulsivity, this thesis begins with the following 

aims: 

1. Determine the FSI-FSI electrical coupling rate in adult mice. (Chapter 2) 

2. Determine whether integration of cortical inputs into the DLS occurs 

differentially on FSIs and MSNs. (Chapter 2) 

3. Determine whether integration of convergent excitatory inputs (from cortex) 

may serve as a mechanism for synchronous cellular network activity (Chapter 

2). 

 

The latter half of my thesis investigates a novel mechanism mediating the 

rewarding properties of alcohol, which those who regularly misuse alcohol may have 

heightened sensitivity to. Determining the role of BDNF signaling in the progression of 
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AUD is critical to furthering our understanding of how alcohol modulates the brain over 

time to aberrantly drive certain behaviors. Moreover, conflicting findings in the literature 

on the role of BDNF in reward indicate the need for further investigations into how BDNF 

modulates midbrain circuitry. Our lab is the first to investigate inhibitory plasticity in the 

NAc as well as its and its relationship to reward. As such, the work herein is highly novel 

and essential towards the advancement of broadening neuroscientific understanding for 

how alcohol modulates NAc inhibitory plasticity in a behaviorally relevant manner.  

4. Determine the source of BDNF necessary and sufficient for driving inhibitory 

NAc plasticity (Chapter 3). 

5. Stimulate BDNF afferents in the NAc in vivo and determine whether it is 

rewarding (Chapter 3). 

6. Determine whether BDNF afferent stimulation interacts with ethanol in vivo 

to support the rewarding properties of ethanol. (Chapter 3). 
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Chapter 2: Cortical control of striatal fast-spiking interneuron synchrony 

 

Abstract 

Inhibitory fast-spiking interneurons in the dorsal striatum regulate actions and 

action strategies, including habits. Fast-spiking interneurons are widely believed to 

synchronize their firing due to the electrical synapses formed between these neurons. 

However, neuronal modeling data suggest convergent cortical input may also drive 

synchrony in fast-spiking interneuron networks. To better understand how fast-spiking 

interneuron synchrony arises, we performed dual whole-cell patch clamp 

electrophysiology experiments to inform a simple Bayesian network modeling cortico-fast-

spiking interneuron circuitry. Dual whole-cell patch clamp electrophysiology revealed that 

while responsivity to corticostriatal input activation was high in fast-spiking interneurons, 

few of these neurons exhibited electrical coupling in adult mice. In simulations of a cortico-

fast-spiking interneuron network informed by these data, the degree of glutamatergic 

cortical convergence onto fast-spiking interneurons significantly increased fast-spiking 

interneuron synchronization while manipulations of electrical coupling between these 

neurons exerted relatively little impact. These results suggest that the primary source of 

functional coordination of fast-spiking interneuron activity in adulthood arises from 

convergent corticostriatal input activation.    

 

2.1 Introduction 

The dorsal striatum is the entry point for the processing of cortical information by 

the basal ganglia, which regulates action learning and control (Gerfen and Surmeier, 2011; 

Klaus et al. 2019). The dorsolateral region of the striatum (DLS) is required for 
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automatizing actions (Yin and Knowlton, 2006). Drugs of abuse, including alcohol, target 

the DLS to facilitate habit learning (Hopf et al., 2010; Lesscher et al., 2010; Corbit et al., 

2012; Depoy et al., 2013) and the extent of habitual decision making predicts relapse in 

alcohol-dependent individuals (Sebold et al., 2014; Duka, 2017; Sebold et al. 2017). This 

underscores the role of the DLS (putamen in humans) in addiction. Given that alcohol 

modulates excitatory input to the striatum from the cortex (Cui et al., 2011; Depoy et al., 

2013; Ma et al., 2018; Munoz et al., 2018), understanding how the DLS processes 

excitatory cortical input is critical for devising strategies to curb compulsive alcohol use.  

A defining feature of the DLS is the enrichment of GABAergic, parvalbumin 

expressing fast-spiking interneurons (FSIs; Kita et al., 1990; Kawaguchi, 1993). While 

FSIs represent only ~1% of the total striatal neuronal population (Luk and Sadicot, 2001), 

they are targeted by alcohol and other psychoactive drugs (Wiltschko et al., 2010; 

Blomeley et al., 2011; Patton et al., 2016), causally linked to habitual responding for 

sucrose (O’Hare et al., 2017), and required for compulsive ethanol consumption (Patton et 

al., 2021). FSIs are driven to fire action potentials primarily by cortical glutamatergic input 

(Gittis et al., 2010). Upon cortical activation, FSIs provide potent inhibitory, GABAergic 

control over neighboring medium spiny projection neurons (MSNs), thus forming a 

feedforward inhibitory microcircuit governing striatal output (Kita et al., 1990; Bennett 

and Bolam, 1994; Koos and Tepper, 1999; Tepper et al., 2004; Mallet et al., 2005).  

FSIs functionally organize as ensembles in adult animals (Roberts et al., 2019). The 

ability of FSIs to co-activate enhances their modulation of striatal output through temporal 

summation, and is largely thought to be enabled by FSI-FSI electrical coupling (Koos and 

Tepper, 1999; Lau et al., 2010; Zhang et al., 2014). Dual electrophysiological recordings 
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of FSIs in juvenile acute brain slices show that the electrical synapse connection rate 

between FSIs is roughly 30% (Koos and Tepper, 1999). Removal of electrical synapses 

between FSIs in a striatal network model assuming a similar electrical synaptic 

connectivity rate significantly alters the balanced firing of MSN subpopulations, providing 

in silico evidence for a functional role of FSI-FSI connectivity (Damodaran et al., 2014). 

However, connexin-36, the pore forming protein enabling electrical coupling between FSIs 

(Cummings et al., 2008), declines in expression throughout development into adulthood 

(Bruzzone et al., 1996; Belluardo et al., 2000). This suggests that electrical coupling 

concomitantly declines into adulthood. Yet, exploration of FSI-FSI electrical coupling and 

other regulators of FSI-FSI synchrony in adulthood is lacking. 

Computational network modeling - using adolescent FSI-FSI electrical coupling 

rates - suggests that FSI-FSI coupling may actually decrease FSI firing, but this effect is 

abolished under conditions of coincident cortical input onto electrically coupled FSIs 

(Hjorth et al., 2009). This would suggest that FSIs are sensitive detectors to synchronized 

input from the cortex. Considering the anatomical findings that demonstrate broad areas of 

cortex converge onto FSIs, while focal areas of cortex synapse onto MSNs (Ramanathan 

et al., 2002), we herein further explore in silico how convergent cortical input onto FSIs 

contributes to FSI synchrony using adult mouse cortico-FSI chemical and FSI-FSI 

electrical synaptic properties derived experimentally ex vivo. We find that FSIs exhibit high 

responsivity to cortical input and rarely electrically couple in adult mouse brain slices. 

Applying these data to a computational model, we provide evidence that increasing the 

convergence of cortical input onto FSIs drives FSI-FSI synchrony more reliably than FSI-
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FSI electrical synapses. This provides a possible means by which FSIs synchronize in the 

face of decreasing FSI-FSI electrical coupling in adulthood.  

 

2.2 Methods 

All procedures were performed in accordance with the United States Public Health Service 

Guide for Care and Use of Laboratory Animals and were approved by the Institutional 

Animal Care and Use Committee at the University of Maryland School of Medicine. All 

animal procedures used in this study are compliant with the ethical principles of the Journal 

of Physiology. Mice were housed with littermates (2-5 per cage) under a 12-hr light/dark 

cycle (lights on at 0700 hours, off at 1900 hours) with ad libitum access to food and water. 

To enable visualization of parvalbumin-expressing FSIs for electrophysiological 

recordings, Pvalb-cre (Tanahira et al., 2009) mice were crossed with tdTomato reporter 

mice (Ai9(RCL-tdT)). This allowed for selective expression of tdTomato fluorophore in 

cre-recombinase-expressing neurons (Pvalb-cre x floxedTdTomato; “Pv-tdT”; Madisen et 

al., 2010). Both male and female Pv-tdT mice were on a C57BL/6 background and aged 6-

36 weeks old at the time of surgery.  

2.2.1 Stereotaxic surgery and viral vectors. At the time of surgery, mice were 

anesthetized with isoflurane (induction 5%; maintenance 1-2%) and placed into a 

stereotaxic frame (David Kopf Instruments). A heating pad was used to maintain body 

temperature and mineral oil was applied to the eyes. Carprofen (5 mg/kg) was injected 

subcutaneously for analgesia. Breathing rate of the mice was monitored and toe pinches 

were delivered throughout the duration of the surgical procedure to ensure mice were 

properly anesthetized. To target cortical afferents into the striatum for optogenetic 
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stimulation in acute slices, 250 nL of viral construct expressing channelrhodopsin and 

enhanced yellow fluorophore protein under the human synapsin 1 gene promoter (AAV5-

hSyn-ChR2-eYFP; UPenn) was pressure injected into the primary (+1.78 mm AP, ±1.2 

mm ML from bregma, -0.8 mm DV from brain surface) and secondary motor cortices 

(+1.18 mm AP, ±1.25 mm ML from bregma, -0.75 mm DV from brain surface) of Pv-tdT 

mice. Following bilateral viral injections, the scalps of the mice were sutured together with 

aliphatic polymers monofilament Blue nonabsorbable suture and the mice were singly 

housed in cages for 3 days of recovery. During the first day of recovery, lidocaine was 

applied to the head wound and carprofen (5 mg/kg) was administered subcutaneously. 

Carprofen (5 mg/kg) was administered for another two days of recovery before mice were 

rehoused with their cagemates.  

2.2.2 Acute slice preparation. Following >6 weeks post viral transfection surgery, Pv-tdT 

mice expressing ChR2 in the primary and secondary motor cortices were deeply 

anesthetized with isoflurane (vaporized, 5%). Their heads were decapitated and their brains 

were immediately extracted and submerged in 95% oxygen, 5% carbon dioxide 

(carbogen)-bubbled ice cold cutting solution (in mM: 194  sucrose, 30  NaCl, 4.5  KCl, 1  

MgCl2, 26  NaHCO3, 1.2  NaH2PO4, and 10  D-glucose). Extracted brains were sliced at 

250 μm with a vibratome (Leica VT 1200) and transferred to carbogen-bubbled artificial 

cerebrospinal fluid (aCSF; in mM: 124 NaCl, 4.5 KCl, 2 CaCl2, 1 MgCl2, 26 NaHCO3, 

1.2 NaH2PO4, and 10 D-glucose). Brain slices containing the DLS were incubated at 

32.4 °C for 30 min before they were removed and stored at room temperature until 

recordings were performed. For mice over four months old, a modified critical protective 

recovery slicing protocol was used (Ting et al., 2014; Ting et al., 2018): following deep 
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anesthesia with isoflurane (vaporized, 5%), mice were transcardially perfused with a high 

N-methyl-D-glucamine (NMDG) aCSF solution (in mM: 92 NMDG, 2.5 KCl, 1.25 

NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 0.5 CaCl2, 10 MgCl2, pH=7.2-7.4, 300-

310 mOsm). Following rapid decapitation, brains were removed and then sliced at 250 μm 

in this NMDG-containing aCSF and incubated at 33 °C for 12 minutes before being 

transferred to a 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES)-containing 

aCSF solution for the remainder of the day (in mM: 92 NaCl, 2.5 KCl, 1.25 NaH2PO4, 30 

NaHCO3, 20 HEPES, 25 glucose, 2 CaCl2, 2 MgCl2, pH 7.2-7.4, 300-310 mOsm). 

2.2.3 Whole cell patch-clamp electrophysiology. To record, brain slices were 

hemisected, and transferred to a recording bath where they were perfused throughout 

recording with carbogen-bubbled aCSF (29–31 °C) via gravity perfusion. tdT-positive FSIs 

in the dorsal striatum were visualized and targeted for whole cell current clamp recordings 

through the epifluorescent light path illuminated by a mercury bulb lamp (X-Cite series 

120Q). All whole-cell experiments were recorded using borosilicate glass pipettes 

(resistances ranging from 2–5MΩ) filled with a potassium-based internal solution (in mM: 

126 K-Gluconate, 4 KCl, 10 HEPES, 4 ATP-Mg, 0.3 GTP-Na, and 10 Phosphocreatine; 

osmolarity ranging from 290-295 mOsm; pH 7.3). Cells were voltage (-60 mV) or current 

clamped using a MultiClamp 700B amplifier (Molecular Devices) and Clampex 10.4.1.4 

software (Molecular Devices) was used for data acquisition. All recordings were filtered 

at 2 kHz and digitized at 10 kHz.  

Electrical coupling between FSIs was determined by injecting current steps into 

one of a pair of FSIs and observing whether the FSI not receiving a current injection 

depolarized. FSI and MSN maximum firing rate was determined by increasing current step 
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injections into the cells. Resting membrane potentials were  recorded after correcting for 

the liquid junction potential (15.7 mV) as per the Nernst-Planck equation (Barry, 1994; 

Marino et al. 2014). Action potential thresholds were determined by injecting a gradual 

ramp of current into cells and recording the voltage at which they first detonated an action 

potential. These voltage values were also corrected for the liquid junction potential. The 

probability “P” of an FSI or MSN firing in response to cortical input was calculated at a 

variety of frequencies (1, 10, 20 Hz) by averaging the number of FSI or MSN action 

potentials elicited by 10 pulses of blue light (4 ms pulse width, 470 nm) over the course of 

10 sweeps. To control for viral expression differences between animals, action potential 

firing fraction values were averaged across animals and statistical significance between 

cell types was determined by an unpaired t test. Of note, FSI-FSI GABAergic synapses 

were intact during all recordings, as picrotoxin was not included in the recording solution. 

For all experimental groups, n is defined as individual neurons recorded from multiple in 

vitro brain slices from at least 4 mice. 

All reagents for slice electrophysiology cutting and recording solutions were 

purchased from Sigma-Aldrich. All drugs were purchased from Tocris Bioscience. 

2.2.4 Computational Model. The model consists of two basic parameters. The first 

parameter is the number of FSI neurons in the circuit, which is manually defined by n. Each 

FSI received the same number of inputs, which is defined by the number of FSIs, (i.e. if 

there are 10 FSIs, each FSI received input from 10 cortical neurons). The second parameter 

is the value of “convergence”. Convergence was defined as the number of independent 

cortical neurons that target a given FSI. We quantified the percent of convergence as: 

𝐶% =
(𝑛2−𝑐)

𝑛(𝑛−1)
 (1) 
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Where n is the number of FSIs in the circuit and c is the number of cortical neurons in the 

circuit. Cortical connectivity was determined randomly for simulations where the percent 

convergence ranged between 0% and 100%, but controlled so that no FSI received multiple 

inputs from the same cortical neuron. Following determination of the percent convergence 

and cortico-FSI connectivity, we then determined the number of lateral, electrical synaptic 

connections shared between FSIs. This was defined by the equation: 

𝜆 =
𝑥

𝑛2−𝑛
 (2) 

Where λ is the rate of lateral connections, x is the total number of lateral connections, and 

n is the number of FSIs in the circuit. Determination of which FSIs shared lateral 

connections was random, and each connection was treated as bidirectional. 

In the cortical layer, cortical neurons possessed an action potential firing probability of 

0.005, which was kept homogeneous across all neurons to maintain a low baseline firing 

rate of roughly 5 Hz. The likelihood of an FSI firing an action potential was defined by the 

following equation:  

𝑝(𝐹𝑆𝐼𝑛)(𝑖, 𝑡) =
𝑝𝑚𝑎𝑥− 𝑝0

𝑛
𝑖 + 

𝑝(𝐹𝑆𝐼𝑛)(𝑖,(𝑡−1))

𝜏
+ Σ cc*𝑝(𝐹𝑆𝐼𝑔𝑎𝑝)𝑛 (3) 

Where 𝑝𝑚𝑎𝑥 is the likelihood of an FSI to fire given all inputs are active; this was 

determined experimentally to be 0.7 from slice electrophysiology data (see Results). 𝑝0 is 

defined as the likelihood an FSI fires an action potential given no synaptic input onto the 

FSI, which is equivalent to the baseline firing rate. i is the number of cortical neurons that 

fired onto an individual FSI. This generated a linear tuning curve in response to increasing 

cortical stimulation. We approximated FSI dependence on cortical input as a line based off 
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slice electrophysiology findings (see Results). 𝑝(𝐹𝑆𝐼𝑛)(𝑖, (𝑡 − 1)) is the probability of 

firing in the previous time bin, decayed by a rate of 𝜏, which was modelled based off the 

average 𝜏 for FSIs from our electrophysiology findings (see Results). cc is the coupling 

coefficient, or the strength of lateral electrical synaptic connections, between FSIs. This 

was determined experimentally to be 0.03 on average (see Results). Lastly, 𝑝(𝐹𝑆𝐼𝑔𝑎𝑝)𝑛 is 

the firing probability of the nth FSI connected to the FSI of interest. This term when 

multiplied by the coupling coefficient and summed across all FSIs that are electrically 

connected with the FSI of interest defines how electrically connected FSIs influence one 

another during the time interval. This equation was also kept uniform across FSIs, and each 

parameter was kept constant. Both cortical neurons and FSIs had an absolute refractory 

period of 1 ms.  

Each simulation consisted of a 1s trial with each sampling bin size being 1ms. 

Individual trials either received synchronous input or did not, depending on the experiment. 

For simulations with synchronous input, we increased the probability of cortical neuron 

firing to approximately 1 at a frequency of 10Hz. Thus, at 50ms, 150ms, 250ms, 350ms, 

450ms, 550ms, 650ms, 750ms, 850ms, and 950ms the probability of a cortical neuron to 

fire became 1, thereby generating synchronous input onto the FSIs. We deem this an 

approximation as in some instances these time intervals were timed with a cortical neuron’s 

refractory period.  

To assess the network for synchrony, we calculated the cross correlation for each 

neuron and then averaged this across the population. This was repeated 20 times with a 

new network, where any random parameters were redrawn. To control for changes in 

neural firing, neural spike trains were shuffled and the cross-correlation of the shuffled 
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spike trains was subtracted out (Damadoran et al., 2014). Additionally, to confirm that 

values chosen for these simulations were not biasing our interpretation we performed 

several parameter scans of relevant parameters that would influence FSI firing. Parameter 

scans were done by simulating a single network structure, where all connectivity had been 

determined and kept the same across simulations, then relevant parameters were varied. 

Following the simulations cross-correlations were calculated and values at 0s lag, when 

synchrony will be at its maximum were plotted. 

 

2.3 Results 

2.3.1 Fast-spiking interneuron (FSI) electrical coupling. 

We performed dual current-clamp recordings of FSIs expressing a fluorescent reporter that 

were no more than 200 µm apart from n = 78 pairs and found that only ~8% (n = 6) of FSI 

pairs exhibited electrical coupling (Figure 2.1a, b, and c). The strength of these 

connections as measured by their coupling coefficients ranged from 0.0006 to 0.0789 

(Figure 2.1d). The highest value for current injection per cell pair varied depending on 

when the maximum firing rate was achieved. 
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Figure 2.1. Fast-spiking interneuron (FSI) electrical coupling. A: Schematic of dual 

FSI recordings. B: Representative traces of paired and unpaired FSI paired recording 

responses to current injection into one FSI (FSI 2 in schematic). Current injection 

magnitude listed per FSI pair refers to last injection before FSI 2 was too depolarized to 

elicit an action potential. Scale bars: 5 mV (red trace)/30 mV (black trace), 1 s. C: 6 of 78 

FSI pairs were electrically coupled (red) while 72 of 78 pairs were detectably un-paired 

(pink). D: Coupling coefficients for each FSI pair in the scatterplot. Each symbol is 

representative of a pair of FSIs (six symbols for six pairs). 
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2.3.2. FSI and medium spiny projection neuron (MSN) action potential (AP) firing in 

response to corticostriatal activation. 

Next, we gathered empirical corticostriatal synaptic data in order to inform our subsequent 

network modeling methodology. Because we sought to understand whether increasing the 

frequency of convergent cortical input onto FSIs may drive their coordinated firing, we 

calculated the probability “P” of an FSI firing in response to cortical input at a variety of 

frequencies (1, 10, 20 Hz) across 10 sweeps. Primary and secondary motor cortices (M1 

and M2, respectively) directly innervate both FSIs and MSNs (Ramanathan et al., 2002). 

FSIs are thought to synchronize their activity in vivo, while MSNs are not (O’Hare et al., 

2017). Thus, we compared cortical input onto FSIs versus MSNs. To do this, we performed 

dual whole cell patch clamp recordings of FSIs and MSNs while activating M1/M2 input 

optogenetically. To distinguish between FSIs and MSNs, we utilized maximum firing rate 

as a measure (Figure 2.2a and b). Consistent with known differences between the cell 

types, FSIs demonstrated a higher firing rate compared to MSNs (Figure 2.2c; maximum 

firing rate in Hz for MSNs: 55.95 ± 8.372, for FSIs: 183.30 ± 65.01; n= 20 MSNs, n = 24 

FSIs; t = 9.53, p < 0.0001; unpaired t test).  To ensure healthy cellular recordings for both 

FSIs and MSNs, we measured resting membrane potentials (RMPs; Figure 2.2d; in mV 

for MSNs: -51.480 ± 29.2, for FSIs: -55.14 ± 6.521; n= 26 MSNs, n = 23 FSIs; t = 0.587, 

p = 0.560; unpaired t test) and action potential (AP) thresholds (Fig 2d; in mV for MSNs: 

-27.10 ± 11.27, for FSIs: -22.84 ± 6.806; n = 25 MSNs and n = 20 FSIs; t = 1.454, p = 

0.153; unpaired t test), with a correction of 15.7 mV for liquid junction potential, and found 

that neither of which were statistically different. We found that FSI AP discharge followed 

an M1/M2 cortical afferent optogenetic 10 Hz light pulse train more faithfully than MSN 
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AP firing across several light intensities (Figure 2.2e - h; AP firing fraction for MSNs at 

0.4 mW: 0.0 ± 0.0, for FSIs: 0.17 ± 0.39, n = 13 MSNs, n = 12 FSIs, p > 0.999; AP firing 

fraction for MSNs at 2.2 mW: 0.10 ± 0.31, for FSIs: 0.45 ± 0.15, n = 9 MSNs, n = 10 FSIs, 

p = 0.142; AP firing fraction for MSNs at 3.8 mW: 0.13 ± 0.24, for FSIs: 0.84 ± 0.41, n = 

13 MSNs, n = 12 FSIs, p = 0.005; AP firing fraction for MSNs at 6.3 mW: 0.13 ± 0.24, for 

FSIs: 0.84 ± 0.41, n = 13 MSNs, n = 12 FSIs, p = 0.002; Kruskal-Wallis ANOVA). This 

effect was also observed with other light pulse frequencies, including 1 Hz (Figure 2.2i; 

AP firing fraction of MSNs at 0.4 mW: 0.0 ± 0.0, for FSIs: 0.08 ± 0.29, n = 13 MSNs, n = 

12 FSIs, p > 0.999; AP firing fraction for MSNs at 2.2 mW: 0.11 ± 0.33, for FSIs: 0.34 ± 

0.47, n = 9 MSNs, n = 12 FSIs, p = 0.202; AP firing fraction for MSNs at 3.8 mW: 0.09 ± 

0.28, for FSIs: 0.58 ± 0.44, n = 13 MSNs, n = 12 FSIs, p = 0.009; AP firing fraction for 

MSNs at 6.3 mW: 0.12 ± 0.30, for FSIs: 0.76 ± 0.37, n = 13 MSNs, n = 12 FSIs, p = 0.001; 

Kruskal-Wallis ANOVA) and 20 Hz (Figure 2.2j; AP firing fraction of MSNs at 0.4 mW: 

0.0 ± 0.0, for FSIs: 0.17 ± 0.38, n = 13 MSNs, n = 12 FSIs, p = 0.678; AP firing fraction 

for MSNs at 2.2 mW: 0.02 ± 0.05, for FSIs: 0.55 ± 0.56, n = 9 MSNs, n = 10 FSIs, p = 

0.018; AP firing fraction for MSNs at 3.8 mW: 0.04 ± 0.05, for FSIs: 0.72 ± 0.48, n = 13 

MSNs, n = 12 FSIs, p = 0.006; AP firing fraction for MSNs at 6.3 mW: 0.05 ± 0.06, for 

FSIs: 0.86 ± 0.42,  n = 13 MSNs, n = 12 FSIs, p = 0.001; Kruskal-Wallis ANOVA).  
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Figure 2.2. FSI and medium spiny projection neuron (MSN) action potential (AP) 

firing in response to corticostriatal activation. A: Representative trace of the firing rate 

of an FSI in response to a current injection of 40 pA. Scale bars: 40 mV, 500 ms. B: 

Representative trace of the firing rate of an MSN in response to a current injection of 40 

pA. Scale bars: 40 mV, 500 ms. C: FSIs (n = 24) demonstrate a faster maximum firing rate 

compared to MSNs (n = 20 cells). **** p < 0.0001, as per unpaired t test. All data 

represented as mean + SD. D: Action potential (AP) thresholds and resting membrane 

potentials (RMP) are not significantly different for MSNs (AP threshold n = 25 cells; RMP 

n = 26 cells) and FSIs (AP threshold n = 20 cells, RMP n = 23 cells). Voltage values are 

corrected for liquid junction potential (15.7 mV). AP threshold p = 0.153 and RMP p = 

0.560, as per unpaired t test. Data are represented as mean ± SD. E: Schematic of dual FSI 

and MSN recordings while optogenetically activating corticostriatal inputs. F: 

Representative trace of dual current clamp recordings from FSIs in response to 470 nm 10 

Hz optogenetic stimulation (AAV-ChR2) of cortical inputs. Scale bars: 30 mV, 10 ms. G: 

Representative trace of dual current clamp recordings from MSNs in response to 470 nm 

10 Hz optogenetic stimulation (AAV-ChR2) of cortical inputs. Scale bars: 30 mv, 10 ms. 

H: The fraction of 470 nm 10 Hz light pulses that elicited APs for FSIs is not significantly 

greater than for MSNs at light intensities of 0.4 (n = 13 MSNs, n = 12 FSIs; p > 0.999) or 

2.2 mW (n = 9 MSNs, n = 10 FSIs; p = 0.142), but is significantly greater for FSIs than for 

MSNs at light intensities of 3.8 (n = 13 MSNs, n = 12 FSIs; **p = 0.005) and 6.3 mW (n 

= 13 MSNs, n = 12 FSIs; **p = 0.002). Statistical values were determined using Kruskal-

Wallis ANOVA. Data represented as mean + SD. I: The AP firing fraction of FSIs in 

response to 1 Hz 470 nm light pulses is not significantly greater than MSNs at 0.4 (n = 13 

MSNs, n = 12 FSIs; p > 0.999) or 2.2 mW (n = 9 MSNs, n = 10 FSIs; p = 0.202), but is 

significantly greater for FSIs than for MSNs at 3.8 (n = 13 MSNs, n = 12 FSIs; **p = 0.009) 

and 6.3 mW (n = 13 MSNs, n = 12 FSIs; ***p = 0.001) light intensities. Statistical values 

were determined using Kruskal-Wallis ANOVA. Data represented as mean + SD. J: The 

fraction of 20 Hz 470 nm light pulses that elicited APs in FSIs is not significantly higher 

than for MSNs at 0.4 mW (n = 13 MSNs, n = 12 FSIs; p = 0.678), but is significantly higher 

for FSIs than for MSNs at 2.2 (n = 9 MSNs, n = 10 FSIs; *p = 0.018), 3.8 (n = 13 MSNs, 

n = 12 FSIs; **p = 0.006) and 6.3 mW (n = 13 MSNs, n = 12 FSIs; ***p = 0.001) 

intensities. Statistical values were determined using Kruskal-Wallis ANOVA. Data 

represented as mean ± SD. 
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2.3.3 Model architecture and simulation flow. 

To further investigate the role of FSI-FSI electrical synapse connectivity on FSI synchrony 

using our experimentally-derived empirical data, we generated a simple probabilistic 

neural circuit with two layers: (i) an independent cortical layer and (ii) a layer of FSI 

neurons dependent on cortical and FSI input (Figure 2.3; see Methods for details). Figure 

2.3a and b display the two extremes for an example case of 3 FSIs, whereby figure 2.3a 

shows 0% convergence, and figure 2.3b depicts 100% convergence.  
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Figure 2.3. Model architecture and simulation flow. A. A completely independent 

network has a number of cortical neurons equal to the number of FSI neurons squared. B. 

A completely convergent network has as many cortical neurons as FSI neurons. C. Cortical 

activity is drawn independently and randomly on each time bin. Then, the downstream FSI 

integrated the number of inputs it received to determine the likelihood to fire an action 

potential. To simulate neural variability, random noise is added by drawing a number from 

a distribution to determine if the neuron fired an action potential or it did not. If the neuron 

did fire, it then entered a refractory period. If the neuron did not fire an action potential, 

the probability to fire is stored and decayed by the time constant (τ) for the next iteration. 
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2.3.4 Simulations reveal that convergent cortical input induces higher levels of FSI-

FSI synchrony compared to electrical synapse FSI-FSI connections. 

Simulations of the model depicted in the flow diagram represented in Figure 2.3c show 

that FSIs exhibit more synchronous activity under the cortically convergent model than the 

FSI-FSI laterally electrical synapse connected model whether cortical input is synchronous 

or asynchronous (Figure 2.4).  With an  n = 10 FSIs, the convergent model shows increased 

synchrony as assessed by the number of coincidently detected FSI-FSI action potential 

firing occurrences compared to the laterally connected model, regardless of whether 

cortical input was synchronous (Figure 2.4a) or asynchronous (Figure 2.4b). However, 

peak occurrences were higher in FSIs in the convergent model with synchronous input 

compared to asynchronous input. We repeated this for n = 5 (Figure 2.4c and d) and n = 

50 (Figure 2.4e and f). When input was synchronous, FSIs exhibited lower occurrences in 

the lateral model compared to the convergent model (Figure 2.4a, c, and e). When input 

was asynchronous, FSIs again exhibited lower occurrences in the laterally connected model 

compared to the convergent model (Figure 2.4b, d, and f). In the simulations with 

synchronous input, both the convergent model and the laterally connected model exhibited 

peak occurences in the cross correlegram at 0 ms. This effect has been observed in previous 

models and is an artifact when the input is itself synchronous (Damadoran et al., 2014).  
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Figure 2.4: Simulations reveal that convergent cortical input induces higher levels of 

FSI-FSI synchrony compared to electrical synapse FSI-FSI connections. A. 

Convergent input shows higher FSI synchrony in the presence of synchronous input, n =10 

FSIs. B. Convergent input generates synchrony among FSIs in the absence of synchronous 

input, n =10 FSIs. C and D. Same as A and B, but instead n = 5. E and F. Same as A and 

B, but instead n = 50. Each condition was simulated 20 times. Data represented as mean ± 

SD. 
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2.3.5 Parameter scans show larger synchrony in a convergent input than laterally 

connected. 

Although the parameters used for these simulations were informed from our experimental 

results, we performed a series of parameter scans calculating the synchrony at the 0s lag, 

to explore whether or not parameter values varied the interpretation of our results (Figure 

2.5). Across each of the parameters tested, we found no cases in which the laterally 

connected model had larger synchrony than the convergent model. In figure 2.5b and d as 

we approach 0 the synchrony appears to approach infinity, this is due to the low firing of 

FSIs during these conditions and MATLABs xcorr function will disproportionately weigh 

them as more synchronous. 
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Figure 2.5: Parameter scans show larger synchrony in a convergent input than 

laterally connected. A) Changing the coupling coefficient (CC) results in a decline in 

synchrony for the laterally connected model. B) Changing the probability of cortical 

neurons to fire (p_cort) shows a decline in synchrony with increasing cortical firing. C) 

Increasing the probability to fire if all inputs have been activated (pmax), results in 

increasing synchrony for the convergent model but not changes to the laterally connected 

model. D) Increasing the baseline probability of an action potential (p0) results in decrease 

synchrony across the two models. In each of the simulations the variables were kept 

constant unless otherwise stated as cc = 0.03, pmax = 0.7, p0 = 0.005. Additionally, these 

simulations were done under the spontaneous input conditions with n = 10 FSIs. 20 trials 

were run for each condition. Data represented as mean ± SD. 
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2.3.6 Increasing convergent cortical input increases FSI synchrony, but increasing 

FSI-FSI electrical synaptic connections does not. 

To further assess the role of convergent input versus FSI-FSI lateral electrical synaptic 

connectivity contributions to FSI synchrony (Figure 2.3b), we varied the percentage of 

convergence and lateral connections independently of one another and observed whether 

this affected FSI-FSI action potential firing event occurence (Figure 2.6). Increasing the 

percentage of cortical convergence in the absence of any lateral connections increased 

observed occurences for a network of 10 FSIs (Figure 2.6a). However, increasing the 

percentage of lateral connections between FSIs in a network that had no cortical input 

convergence resulted in no significant change in occurrences (Figure 2.6b). We repeated 

these simulations with n = 5 FSIs (Figure 2.6c and d) and n = 50 FSIs (Figure 2.6e and f). 

These modeling data - informed by empirically derived cortico-FSI synaptic properties - 

suggest that convergent cortical input influences FSI synchrony to a greater extent than 

lateral FSI-FSI connectivity.  
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Figure 2.6. Increasing convergent cortical input increases FSI synchrony, but 

increasing FSI-FSI electrical synaptic connections does not. A. Increasing the percent 

of cortical input convergence directly increases FSI synchrony, n = 10 FSIs B. Increasing 

the percent of FSI-FSI electrical synaptic connections does not increase FSI-FSI 

synchrony, n = 10 FSIs. C and D: Same as A and B, but instead n = 5. E and F: Same as A 

and B, but instead n = 50. Each condition was simulated 20 times. Data represented as 

mean ± SD. 
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2.4 Discussion 

 We found that FSI-FSI electrical coupling in adult mice occurred at ~8% of assayed 

pairs and that FSIs fired with greater fidelity under cortical afferent stimulation than MSNs. 

Using these empirical FSI-FSI connectivity and cortico-FSI synaptic strength findings to 

inform our neural simulations of variant cortico-FSI networks, we showed that a major 

source of FSI-FSI synchrony may derive from convergent cortical input, while FSI-FSI 

electrical synapses may provide minor contributions to bulk FSI synchrony (Figure 2.7).   

Strong evidence exists for electrical synapses to promote synchronous neuronal 

firing in the striatum, hippocampus, cortex, neocortex, and cerebellum (Galarreta and 

Hestrin, 1999; Mann-Metzer and Yarom, 1999; Beierlein et al., 2000; Hormuzdi, et al., 

2001; Traub et al., 2001; LeBeau et al., 2003; Pfeuty et al., 2003; Zhang et al., 2017). In 

cortical FSIs, however, genetic deletion of connexin-36 does not abolish synchrony among 

this interneuron population (Salkoff et al., 2015). This is consistent with our computational 

findings, which suggest that the observed sparser electrical coupling between FSIs in 

adulthood, as compared to adolescence, may only fine-tune synchronous FSI responses to 

excitatory drive from the cortex. However, in the absence of coincident cortical excitation, 

electrical coupling between FSIs may actually shunt current and possibly suppress FSI 

firing (Hjorth et al., 2009). Taken together with the findings of Hjorth et al. (2009), these 

data suggest that the ability of electrical synapses to promote FSI-FSI synchrony may not 

only diminish with age, but also may only do so when FSIs are receiving coincident 

glutamatergic barrage from convergent cortical inputs. 

 There are important caveats to consider with the present modeling data. First, 

because our model is based on the number of action potentials in response to cortical 
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afferent activation, it does not account for the possible lateral chemical synaptic inhibition 

from neighboring FSIs or inhibitory input from the globus pallidus (Bevan et al., 1998; 

Mallet et al., 2012). Also, while cortical input into striatum is the largest source of 

excitatory input onto FSIs, our model does not consider excitatory inputs from other areas 

such as thalamic nuclei (Sciamanna et al., 2015; Klug et al., 2018; Assous and Tepper, 

2019a; Assous and Tepper, 2019b) and the pedunculopontine nucleus (Assous et al., 2019). 

Second, the model assumes homogeneity of FSI morphology and response properties. This 

assumption was made to simplify the model for simulations to directly target the role of 

electrical synapses. However, FSIs may vary in their presynaptic inputs and weight 

distributions (Assous and Tepper, 2019b). Introducing heterogeneity in cortico-FSI 

synaptic weights could shift the results toward heterogeneous populations of synchronized 

FSIs, potentially reflecting functional FSI ensembles (Roberts et al., 2019). Lastly, the 

simulations presented here range from 5-50 FSIs in a circuit, while it is unknown exactly 

how many FSIs form functional ensembles, the model is limited in how many FSIs can be 

included to generate interpretable results. This is due to the nature of increasing lateral 

electrical synapses in network models, which results in increased firing rates (Damadoran 

et al., 2014). That is, if the model exceeds 100 FSIs in a network the firing rates reach non-

physiological firing rates (~1000 Hz).  

Electrical synapse diminishment from development to adulthood is observed 

elsewhere in the mammalian central nervous system (Belluardo et al., 2000; Condorelli et 

al., 2000). The functional significance of this is unclear. Because development is a period 

in which rapid, extensive action learning occurs (Watanabe et al., 2007; DePasque and 

Galvan, 2017), perhaps electrical synapses between striatal FSIs aid in de novo action 
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acquisition. Interestingly, alcohol inhibits connexin 36-containing electrical synapses in 

adulthood (Mustonen et al., 2004; Wentlandt et al., 2004; Mustonen et al., 2005), yet 

facilitates habit learning (Corbit et al., 2012). The impact of decreased connexin-36 and 

electrical synapse numbers between FSIs on the consolidation of actions and habits into 

adulthood requires further exploration. 

In conclusion, we find that FSI electrical synapses weakly contribute to the 

synchrony of striatal FSIs in adult mice while convergent, and coincident, cortical 

excitation significantly drives FSI-FSI synchrony. These empirical data-informed 

modeling results support extant modeling data (Hjorth et al., 2009) and provide further 

insight into the origins of FSI functional ensemble behavior, which ultimately shape MSN 

output (Damodaran et al., 2014; Owen et al., 2018). These findings advance our current 

understanding of how the DLS processes excitatory input to promote automatized action 

(Diaz-Hernandez et al., 2018; Kim et al., 2019; Klaus et al., 2019). Given that FSIs regulate 

different, specific action subcomponents by firing in ensembles (Roberts et al., 2019), it is 

possible that different areas of cortex converge onto specific FSI ensembles to modulate 

the speed, and therefore timing (Kim et al., 2019), of the specific action subcomponents 

they encode. This mechanism could also drive specific FSI ensembles to fire during reward 

learning in order to distinguish between cues (Bakhurin et al., 2016; Lee et al., 2017). 

Considering that FSIs are causally linked to habitual responding (O’Hare et al., 2017) and 

are necessary for the development of compulsive ethanol consumption (Patton et al., 2021), 

the present data also implicate the cortico-FSI synapse as a possible viable target for 

therapeutic intervention in compulsive drug and alcohol consumption. 
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Figure 2.7. Proposed model for FSI synchrony. Convergent and coincident cortical 

excitation of FSIs drives them to synchronously fire. Electrical synapses between FSIs are 

infrequent and only subtly contribute to synchrony driven by cortex. 
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Chapter 3: The rewarding properties of ethanol many be mediated by BDNF 

signaling in the nucleus accumbens core 

 

Abstract 

The nucleus accumbens (NAc) integrates a variety of inputs to enable associations 

between external cues and rewards. Alcohol, a major drug of abuse, strengthens a form of 

inhibitory plasticity in the NAc that is mediated by brain derived neurotrophic factor 

(BDNF) signaling through its canonical receptor tropomyosin kinase B (TrkB). Whether 

this enhanced disinhibition of the NAc by alcohol drives the rewarding properties of this 

substance is unknown. Herein, we find that midbrain dopamine terminals in the NAc serve 

as a necessary and sufficient source of BDNF for induction of NAc inhibitory plasticity, 

that this synaptic depression is enhanced by alcohol, and that in vivo activation of these 

terminals is rewarding in a TrkB-dependent manner. Furthermore, we find that a 

subthreshold rewarding dose of ethanol coupled with subthreshold rewarding induction of 

inhibitory plasticity in vivo is rewarding in a TrkB-dependent manner. These findings 

suggest that alcohol reward may be driven, in part, by BDNF-TrkB signaling at inhibitory 

synapses formed between the VTA and NAc medium spiny neurons.  

 

3.1 Introduction 

Recent human studies demonstrate that sensitivity to the rewarding properties of 

alcohol is a robust predictor of alcohol use disorder (AUD) development and that elevated 

reward sensitivity persists even in those diagnosed with AUD (King et al., 2011; King et 

al., 2014; King et al., 2016; King et al., 2021; King et al., 2022). As such, uncovering the 

mechanisms mediating the rewarding properties of alcohol is critical to improving our 
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understanding of why individuals are driven to drink. Thus, further investigation into the 

mechanisms mediating the rewarding properties of alcohol is warranted.  

Reward-related behaviors are mediated by nucleus accumbens (NAc) medium 

spiny projection neurons (MSNs), the output of which is driven by integration of excitatory, 

inhibitory, and modulatory synaptic inputs (Sesack and Grace, 2010; Grueter et al., 2011; 

Schultz, 2016; Russo and Nestler, 2013). While NAc MSN excitatory synapses are 

susceptible to aberrant modulation by drugs of abuse such as cocaine and ethanol (EtOH) 

that may mediate drug-seeking behavior (Thomas et al., 2001; Boudreau and Wolf, 2005; 

Martin et al., 2006; Conrad et al., 2008; Huang et al., 2009; Luscher and Malenka, 2011; 

Pascoli et al., 2011), investigation of inhibitory synapse strength modulation by drugs of 

abuse is lacking. This is despite the powerful influence of GABAergic transmission on 

MSNs (Nisenbaum and Berger, 1992), which arise from both extrinsic and intrinsic sources 

(Russo and Nestler, 2013).  

MSN inhibition is modulated by  long-term plasticity in the NAc that is mediated 

by brain-derived neurotrophic factor (BDNF) and augmented by EtOH in a manner 

dependent upon BDNF signaling through its canonical postsynaptic receptor tyrosine 

receptor kinase B (TrkB), which is termed NAc-iLTD (Patton et al., 2019). Herein, we 

utilize optogenetics and whole cell patch-clamp electrophysiology to discover a two 

sources of BDNF mediating NAc-iLTD: ventral tegmental area (VTA) dopaminergic 

neurons and prelimbic prefrontal cortex (plPFC) glutamatergic neurons. We find that oLFS 

of BDNF-releasing afferents in the NAc, which drives NAc-iLTD in slice, drives a 

conditioned place preference (CPP). Furthermore, we find that VTA afferents in the NAc 

may contribute to the rewarding properties of EtOH.  
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3.2 Methods 

All procedures were performed in accordance with the United States Public Health Service 

Guide for Care and Use of Laboratory Animals and were approved by the Institutional 

Animal Care and Use Committee at the University of Maryland School of Medicine. Mice 

were housed with littermates (2-5 per cage) under a 12-hr light/dark cycle (lights on at 

0700 hrs, off at 1900 hrs) with ad libitum access to food and water. Homozygous floxed-

TrkB (Flx-TrkB) mice, heterozygous dopamine transporter cre mice (DAT-cre; Zhuang et 

al. 2005), and all other mice used for slice electrophysiology and behavioral experiments 

were on a C57Bl/6J background. Male and female mice used were over 6 wks old at the 

time of surgery and over 2 months old during experimentation.  

3.2.1 Stereotaxic surgery and viral vectors. At the time of surgery, mice were 

anesthetized with isoflurane (induction 5%; maintenance 1-2%) and placed into a 

stereotaxic frame (David Kopf Instruments). A heating pad was used to maintain body 

temperature and mineral oil was applied to the eyes. Carprofen (5 mg/kg) was injected 

subcutaneously for analgesia. Mouse breath rate was monitored and toe pinches were 

delivered throughout the duration of the surgical procedure to ensure mice were properly 

anesthetized. To target VTA dopaminergic afferents into the NAc for optogenetic 

stimulation in acute slices, 300 nL of viral construct expressing channelrhodopsin and 

mCherry under the human synapsin 1 gene promoter (AAV5-dflox-ChR2-mCherry; 

UPenn) was pressure injected into the VTA (-3.08 mm AP, ±0.5 mm ML from bregma, -

4.25 mm DV from brain surface) of DAT-cre mice. Prelimbic prefrontal cortices (plPFC) 

were targeted for optogenetic stimulation in the NAc by injecting ChR2 expressing 

enhanced yellow fluorescent protein (eYFP) into the plPFC of wild type mice. To 
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selectively delete TrkB from all cells in the NAc while allowing for optogenetic activation 

of VTA afferents in the NAc, bilateral stereotactic injections of AAV9-hSyn-cre-enhanced 

green fluorescent protein (eGFP; UPenn) were delivered into the NAc (A/P +1.5 mm from 

bregma, M/L ±0.8 from midline, D/V −3.5 from top of brain) of homozygous Flx-TrkB 

mice 4 wks following ChR2 injections (Luikart et al., 2003; Lobo et al., 2010). Following 

all viral injections, the scalps of the mice were sutured together with aliphatic polymers 

monofilament Blue nonabsorbable suture and the mice were singly housed in cages for 3 

days of recovery. During the first day of recovery, lidocaine was applied to the head wound 

and carprofen (5 mg/kg) was administered subcutaneously.  

 To enable optogenetic interrogation of VTA afferents in vivo, all mice also received 

bilateral optic fiber implantations into their NAc (+1.5 mm AP, -0.8 mm ML from bregma, 

-3.25 from brain surface for one implant and, for the other, at a 24° angle: +1.35 mm AP, 

+2.13 mm ML from bregma, -3.07 from brain surface) in a second surgery 4 wks following 

viral injection surgeries. Subsequent to fiber implantation, TitanBond or DenBond (both 

from Amazon.com) were applied directly to the skull. After a 30 min wait to allow for 

drying, dental cement caps were then created by using a syringe to deliver a mix of cement 

liquid and cement powder (Amazon.com) to the skull and around the fibers. Following all 

surgical procedures, carprofen (5 mg/kg) was administered for another two days of 

recovery before mice were rehoused with their cage mates.  

3.2.2 Acute slice preparation. Following >6 wks post viral transfection surgery for DAT-

cre mice and >4 wks for wild type mice, mice expressing ChR2 in the NAc were deeply 

anesthetized with isoflurane (vaporized, 5%). Their heads were rapidly decapitated and 

their brains were immediately extracted and submerged in 95% oxygen, 5% carbon dioxide 
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(carbogen)-bubbled ice cold cutting solution (in mM: 194  sucrose, 30  NaCl, 4.5  KCl, 1  

MgCl2, 26  NaHCO3, 1.2  NaH2PO4, and 10  D-glucose). Extracted brains were sliced at 

250 μm with a vibratome (Leica VT 1200) and transferred to carbogen-bubbled artificial 

cerebrospinal fluid (aCSF; in mM: 124 NaCl, 4.5 KCl, 2 CaCl2, 1 MgCl2, 26 NaHCO3, 

1.2 NaH2PO4, and 10 D-glucose). Brain slices containing the NAcc were incubated at 

32.4 °C for 30 min before they were removed and stored at room temperature until 

recordings were performed.  

3.2.3 Whole-cell patch-clamp electrophysiology. To record, brain slices were hemisected 

and transferred to a recording bath where they were perfused throughout recording with 

carbogen-bubbled aCSF (29–31 °C) via gravity perfusion. MSNs targeted by ChR2-

containing VTA dopaminergic or plPFC glutamatergic afferents were visualized and 

targeted for whole cell current clamp recordings through the epifluorescent light path 

illuminated by a light-emitting diode (LED) system (X-Cite series 120Q). All whole-cell 

experiments were recorded using borosilicate glass pipettes (resistances ranging from 2–5 

MΩ) filled with a cesium chloride-based solution (in mM: 150 cesium chloride, 10 HEPES, 

2 MgCl2, 3 ATP-Mg, 0.3 GTP-Na, 0.2 BAPTA-4Cs, and 5 QX-314; osmolarity ranging 

from 290-295 mOsm; pH ~7.3). Cells were voltage clamped using a MultiClamp 700B 

amplifier (Molecular Devices) and Clampex 10.4.1.4 software (Molecular Devices) was 

used for data acquisition. All recordings were filtered at 2 kHz and digitized at 10 kHz.  

 In experiments with wildtype mice, inhibitory postsynaptic currents (IPSCs) were 

evoked every 20 s using a concentric bipolar stimulating electrode (World Precision 

Instruments) located ~100 µm away from the recording electrode. Electrically evoked-low-

frequency stimulation (eLFS; 1 Hz, 240 pulses) was delivered while holding MSNs at 
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−80 mV (down state) after acquiring a stable baseline. To induce NAc-iLTD in the down 

state, the holding potential of the MSN was decreased from −60 mV to −80 mV by −4 mV 

increments every 4 s during the last 20 s before eLFS began. MSNs were returned to the 

up state (−60 mV) by reversing the protocol during the first 20 s of the post-eLFS file. 

Wildtype mice with ChR2 in their plPFC underwent the same protocols, except LFS was 

delivered utilizing an optical fiber (delivering pulses of blue light; 4 ms pulse width, 470 

nm). The same protocols were used to evoke IPSCs and induce NAc-iLTD in experiments 

with DAT-cre mice expressing ChR2 in VTA dopaminergic afferents in the NAc. 

However, an optical fiber was used for the duration of the recording. 

3.2.4 Conditioned Place Preference (CPP). Approximately 6 wks following bilateral 

ChR2-injection into the VTA and bilateral indwelling optical fiber implants into the NAc, 

DAT-cre mice were habituated to the CPP arena (overall dimensions: 70 x 30 x 25 cm; 

each zone: 30 x 29.3 cm, neutral zone: 11.5 x 10 cm). Both zones of the arena were labeled 

with distinct shapes on the walls (a combination of circles, vertical stripes, triangles, 

horizontal wavy lines, solid black bars, or diamonds). The animal’s movements were 

tracked using EthoVision XT Software. At this time, mice were also habituated to 

intraperitoneal (i.p.) injections of saline (2 injections separated by 90 mins) and optical 

patch cords. Baseline or “pre-light” measurements of time spent in both zones were taken 

to determine the preferred zone. On day 2 of the protocol, mice were injected i.p. with 

either saline, brain blood barrier-penetrant cyclotraxin B (tat-CTX-B; 2 x 20 mg/kg mixed 

with 20 mg/kg tat peptide in saline; Cazorla et al., 2010; Constandil et al., 2010), tat peptide 

alone (non-toxic transduction domain of the tat protein from HIV type 1, “vehicle”; 2 x 20 

mg/kg in saline; Gump and Dowdy, 2007), or flupenthixol dihydrochloride (2 x 0.5 mg/kg; 
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Wenzel et al., 2013) 2 hrs before and 30 mins before being restricted to the non-preferred 

zone (adapted from Cunningham and Noble, 1992 and Joffe et al, 2017). oLFS was 

delivered twice for 4 mins, separated by 11 mins without stimulation. Mice receiving 0.25 

Hz stimulation also received it twice for 4 mins, separated by 11 mins. Mice receiving 

optogenetic stimulation of plPFC received saline injections (2 x saline, i.p., 90 min interval) 

prior to conditioning.  

Mice receiving subthreshold rewarding light delivery received oLFS once for 4 

mins followed by 11 mins without stimulation. Mice receiving subthreshold rewarding 

doses of EtOH during conditioning received a single 2 g/kg dose 3-5 mins prior to the 

conditioning session (incorporation of EtOH injection into CPP informed by Cunningham 

and Noble, 1992). At least 2 hrs following all variations of the conditioning session, mice 

were given access to the full arena again and the amount of time spent in each zone was 

measured during what we term the “Test” or “post-light” session.    

All reagents for slice electrophysiology cutting and recording solutions as well as 

95% EtOH were purchased from Sigma-Aldrich. CTX-B and flupenthixol dihydrochloride 

were purchased from Tocris Bioscience. TAT peptide was purchased from Anaspec. 

3.2.5 Immunohistochemistry  

To verify injection sites following slice physiology recordings, NAc slices incubated in 4% 

PFA at 4 °C for at least 3 days and a shortened Brain BLAQ immunohistochemistry 

procedure was performed (Kupferschmidt et al., 2015). To visualize mCherry or eYFP-

expressing adeno-associated viruses following CPP experiments, chicken anti-mCherry 

(Novus Biologicals NBP2-25158) and AlexaFluor594 donkey-anti-chicken antibodies 

(Jackson ImmunoResearch 703-545-155; 1:500) were used. To visualize eGFP 
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fluorescence, chicken-anti-GFP (Abcam ab13970; 1:2000) and AlexaFluor594 donkey-

anti-chicken antibodies were used. Sections were imaged using a Nikon Eclipse 90i. 

3.2.6 Statistical analyses  

For slice electrophysiology experiments, electrically-induced or optogenetically-induced 

IPSC amplitudes were measured on Clampfit 10.4.1.4, averaged per min, and expressed as 

a percent change from baseline. The final 5 min of all cells in the experiment were averaged 

and compared to the 5 min baseline using a two-tailed paired t-test (GraphPad Prism). To 

compare between experimental groups, the final 5 min of the recordings were averaged and 

compared using a two-tailed unpaired t-test. All data are reported as mean ± standard error 

of the mean (SEM). 

For CPP experiments, time (ms) and distance moved (cm) in the non-preference 

zone during the first 15 min of baseline and test sessions were determined through tracking 

on EthoVision XT Software. These values were compared statistically using two-tailed 

paired t-tests (GraphPad Prism). 

 

3.3 Results 

3.3.1 Midbrain dopamine neurons contribute to NAc disinhibition.  

BDNF mRNA expression is high in the ventral tegmental area (VTA) and co-localizes with 

tyrosine hydroxylase positive neurons in this region (Seroogy et al., 1994). To determine 

if NAc-iLTD requires dopaminergic input from the VTA, we unilaterally lesioned 

dopaminergic projections into the NAc using the selective dopaminergic neurotoxin 6-

hydroxydopamine (6-OHDA; Figure 3.1a and b). We recorded from MSNs residing in 

non-lesioned and lesioned sides and found that NAc-iLTD expression was eliminated when 
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dopaminergic inputs into the NAc were removed (eIPSC amplitude = 112.9 ± 17.89, 

t=0.72, df=7 mice, p=0.5, Figure 3.1c), while NAc-iLTD was observed in the non-lesioned 

hemisphere (IPSC amplitude = 60.55 ± 7.36, t=5.36, df=5 mice, p=0.003; lesion IPSC 

amplitude versus control: t=2.4, df=12 mice, p=0.03, unpaired t test, Figure 3.1c). Because 

signaling cascades downstream of dopamine receptor activation are known to intersect with 

BDNF pathways (Hasbi et al., 2009; Morella et al., 2020) and may also separately modulate 

GABA receptor expression (Swant et al., 2008; Hoerbelt et al., 2015; Leggio et al., 2019), 

we sought to investigate whether dopamine signaling modulates NAc-iLTD ex vivo. We 

electrically induced NAc-iLTD with inclusion of the dopamine type-1 and -2 receptor 

antagonist flupenthixol dihydrochloride (1 uM; Chetrit et al., 2013) in the external 

recording solution and found that it did not alter the magnitude of NAc-iLTD (eIPSC 

amplitude 76.35 ± 1.61% of baseline, t=7.22, df=5, p=0.001, Figure 3.1d). 

Phasically driving VTA dopaminergic afferents in the NAc increases BDNF levels 

in the NAc (Koo et al., 2016). Further, dopaminergic VTA projection neurons co-release 

GABA onto NAc MSNs (Tritsch et al., 2014). Therefore, we investigated whether driving 

dopaminergic inputs is sufficient to induce NAc-iLTD. To do this we injected a cre-

sensitive ChR2-expressing virus in the VTA of DAT-cre mice to optogenetically drive 

VTA dopaminergic/GABAergic/BDNF-ergic projections of the NAc (Figure 3.1e and f). 

Optogenetically delivering LFS (oLFS) while voltage-clamping MSNs in the down state 

elicited NAc-iLTD (optogenetically-evoked IPSC (oIPSC) amplitude = 64.52 ± 13.36% of 

baseline, t=2.66, df=9, p=0.03) that was blocked by cyclotraxin B (CTX-B; oIPSC 

amplitude = 110.4 ± 16.81 % of baseline, t=0.62, df=6, p=0.56; control oIPSC amplitude 

versus oIPSC amplitude in cyclotraxin B: t=2.16, df=15, p=0.047, unpaired t test, Figure 
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3.1g). We previously found that inclusion of EtOH in the recording solution at a dose 

comparable to that which is on the brain during high levels of alcohol consumption (50 

mM; Lovinger and Roberto, 2013) augments NAc-iLTD (Patton et al. 2019). To determine 

whether EtOH augments iLTD driven by VTA dopamine neuron afferent stimulation, we 

applied 50 mM EtOH to the external recording solution and found that it indeed augments 

NAc-iLTD in this circuit (control oIPSC amplitude 83.33 ± 4.54% of baseline versus EtOH 

oIPSC amplitude 47.89 ± 2.06% of baseline, t=2.92, df=10, p=0.02, unpaired t test, Figure 

3.1h). 
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Figure 3.1. Midbrain dopamine neurons contribute to nucleus accumbens 

disinhibition (NAc-iLTD). Ventral tegmental area (VTA) dopaminergic input activation 

is necessary and sufficient for long-term depression of inhibition onto nucleus accumbens 

medium spiny neurons (NAc-iLTD). (A) Schematic of the experimental condition: wild 

type mice received unilateral 6-hydroxydopamine (6-OHDA) lesions. (B) Top: Tyrosine 

hydroxylase (TH) staining in intact slices (left) and 6-OHDA (right) slices. Scale bars: 250 

µm. Bottom: 20x magnification demonstrating MSNs (red) were recorded in intact slices 

(left) and lesioned slices (right). Scale bars: 50 µm. (C) Left: Electrically-evoked inhibitory 

postsynaptic current (eIPSC) amplitudes recorded from cells from slices with intact 

dopaminergic neuron afferents in the NAc undergo iLTD following electrical low 

frequency stimulation (eLFS; 240 pulses at 1 Hz) while being held in their down state (-80 

mV Vhold; eIPSC amplitude = 60.55 ± 7.36, t=5.36, df=5, p=0.003**). Right: Unilaterally 

lesioning dopaminergic projections from the VTA to NAc eliminated NAc-iLTD 

expression (eIPSC amplitude = 112.9 ± 17.89, t=0.72, df=7, p=0.5, paired t test; lesion 

IPSC amplitude versus control: t=2.4, df=12, p=0.03*, unpaired t test). Insets: 

representative traces before (dark) and after (light) NAc-iLTD induction. Scale bars: 200 

pA, 200 ms. (D) Delivering eLFS in a wildtype mouse in the presence of dopamine type 1 

and 2 receptor antagonist flupenthixol dihydrochloride (1 uM) did not alter NAc-iLTD 

expression (eIPSC amplitude 76.35 ± 1.611% of baseline, t=7.22, df=5, p=0.0008***). 

Inset: representative traces before (dark) and after (light) NAc-iLTD induction. Scale bars: 

250 pA, 100 ms. (E) Schematic representing the injection site into the VTA of mice 

expressing cre-recombinase under control of the dopamine transporter promoter (DAT-

cre). (F) Left: The injection site for adeno-associated virus (AAV) expressing 

channelrhodopsin (ChR2) and mCherry in the VTA. Arrowheads indicate tract marks from 

the injection needle. VTA is outlined in a dashed line. Right: VTA terminals expressing 

ChR2-mCherry in the NAc. NAc core is outlined in dashed line. Scale bars: 250 µm. (G) 

Optogenetic low-frequency-stimulation (oLFS), 240 pulses of blue light at 1 Hz, induced 

NAc-iLTD (black; optogenetically-evoked IPSC (oIPSC) amplitude = 64.52 ± 13.36% of 

baseline, t=2.66, df=9, p=0.03*) that was sensitive to brain-derived neurotrophic factor 

(BDNF) receptor tyrosine receptor kinase B (TrkB) inhibitor 2 µM cyclotraxin B (red; 

oIPSC amplitude = 110.4 ± 16.81% of baseline, t=0.62, df=6, p=0.56, paired t test; control 

oIPSC amplitude versus oIPSC amplitude in cyclotraxin B: t=2.16, df=15, p=0.047*, 

unpaired t test). Scale bars for representative traces inset: 200 pA, 200 ms. (G) oLFS 

delivery in the presence of a high dose of ethanol (EtOH; 50 mM) significantly augmented 

NAc-iLTD as compared to controls (control oIPSC amplitude 83.33 ± 4.54% of baseline 

versus EtOH oIPSC amplitude 47.89 ± 2.06% of baseline, t=2.92, df=10, p=0.015*, 

unpaired t test). Scale bars for representative traces inset: 200 pA, 200 ms. ac: anterior 

commissure. All data are represented as mean ± standard error of the mean (SEM). 
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3.3.2 oLFS delivery in vivo is rewarding.  

NAc-iLTD in slice was elicited by optogenetically driving VTA dopamine terminals in the 

NAc. Thus, we predicted that delivering oLFS in vivo would support behavioral reward. 

To test this, we implanted optical fibers in the NAc of DAT-cre mice that were injected 

with a cre-sensitive AAV-ChR2-mCherry in the VTA (Figure 3.2a). Two rounds of oLFS 

(4 min) separated by 11 min were delivered on the naturally non-preferred side of a two-

sided CPP chamber (Figure 3.2b). We found that animals injected with saline spent 

significantly more time on the side of the two-sided chamber in which oLFS was delivered 

during the conditioning phase (average time spent in the stimulation-paired chamber pre-

light = 227.2 ± 48.45 s, average time spent in stimulation-paired chamber post-light 

delivery = 441.6 ± 63.56 s, t=5.01, df=7, p=0.002, paired t test, Figure 3.2c), and this CPP 

was not observed in mice in which oLFS was delivered in the presence of tat-CTX-B (non-

toxic transduction domain of the tat protein from HIV type 1 mixed with CTX-B in saline, 

20 mg/kg, i.p.; Cazorla et al., 2010; Constandil et al., 2012; average time spent in the 

stimulation-paired chamber pre-light = 218.1 ± 41.90 s, average time spent in stimulation-

paired chamber post-light delivery = 259.9 ± 38.52 s, t=1.40, df=10, p=0.19, paired t test, 

Figure 3.2d). Mice injected with the vehicle tat alone (referred to as “vehicle,” 20 mg/kg, 

i.p.) did experience an oLFS-induced CPP (average time spent in the stimulation-paired 

chamber pre-light = 279.6 ± 27.84 s, average time spent in stimulation-paired chamber 

post-light delivery = 407.7 ± 29.11 s, t=2.540, df=8, p=0.03, paired t test, Figure 3.2d).  

Further, oLFS did not produce a CPP in DAT-cre mice expressing a control fluorophore 

(AAV-mCherry or -eYFP) in the VTA (average time spent in the stimulation-paired 

chamber pre-light = 307.3 ± 30.18 s, average time spent in stimulation-paired chamber 
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post-light delivery = 342.7 ± 27.24 s, t=0.76, df=9, p=0.47, paired t test, Figure 3.2c), or 

in mice receiving vehicle injections or tat-CTX-B alone (average time spent in the 

stimulus-paired chamber pre-vehicle = 290.1 ± 37.71 s, average time spent in the stimulus-

paired chamber post-vehicle = 379.9 ± 43.15 s, t=1.88, df=9, p=0.10; average time spent 

in the stimulus-paired chamber pre-tat-CTX-B = 311.3 ± 36.66 s, average time spent in 

stimulus-paired chamber post-tat-CTX-B = 381.5 ± 55.57 s, t=1.862, df=8, p=0.10, paired 

t tests for both groups, Figure 3.2f). To examine the role of dopamine on the observed 

CPP, we next injected the broad dopamine receptor antagonist flupenthixol 

dihydrochloride (0.5 mg/kg, i.p.) into mice prior to conditioning. We found that CPP was 

abolished (average time spent in the stimulation-paired chamber pre-light = 255.8 ± 36.94 

s, average time spent in stimulation-paired chamber post-light delivery = 300.2 ± 46.23 s, 

t=0.98, df=9, p=0.35, paired t test, Figure 3.2e). Finally, overall distance traveled did not 

differ in any of the groups (light + saline group: distance moved pre-light = 2646 ± 176.7 

cm, distance moved post-light = 2601 ± 395.2 cm, t=0.12, df=7, p=0.91, Figure 3.2c; light 

+ tat-CTX-B group: distance moved pre-light = 1853 ± 305.8 cm, average distance moved 

post-light = 2460 ± 364.3 cm, t=1.76, df=10, p=0.11, Figure 3.2d; light + vehicle tat group: 

distance moved pre-light = 2113 ± 251.0 cm, distance moved post-light = 2780 ± 303.9, 

t=1.88, df=8, p=0.10, Figure 3.2d; control fluorophore group: distance moved pre-light = 

3278 ± 404.6 cm, distance moved post-light = 3285 ± 363.4 cm, t=0.019, df=9, p=0.99, 

Figure 3.2c; vehicle tat only group: distance moved pre-vehicle = 3078 ± 518.4 cm, 

distance moved post-vehicle = 2668 ± 307.9 cm, t=0.80, df=8, p=0.45, Figure 3.2f; tat-

CTX-B only group: distance moved pre-tat-CTX-B = 3512 ± 371.7 cm, distance moved 

post-tat-CTX-B 3268 ± 440.5 cm, t=0.69, df=8, p=0.51, Figure 3.2f; flupenthixol 
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dihydrochloride group: distance moved pre-light = 2359 ± 346.8 cm, distance moved post-

light = 2274 ± 312.4 cm, t=0.30, df=9, p=0.77, Figure 3.2e; paired t test for all groups).  
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Figure 3.2. oLFS delivery in vivo is rewarding. (A) Left: Schematic representing the 

experimental condition. DAT-cre mice were injected with an AAV expressing ChR2 into 

the VTA and optical fibers were implanted into the NAc. Right: Example image of fiber 

placement in the NAc and VTA terminals expressing ChR2-mCherry. Dashed line 

represents the location of the NAc core. Scale bars: 250 µm. (B) Schematic representing 

the 2-day long CPP protocol. On day 1 of testing, mice were habituated to the CPP arena 

(30 min) and then 2+ hours later time spent and distance moved in both sides of the arena 

were recorded via Ethovision software during baseline sessions (30 min). On day 2 of 

testing, mice were conditioned in the side of the arena they spent least amount of time in 

(non-preference zone). 2+ hours following conditioning, mice were allowed to freely 

explore the arena again during test sessions and time spent in the non-preference zone was 

statistically compared to time spent in non-preference zone during baseline recordings. (C) 

Far left: Delivering two rounds of oLFS (4 min) separated by 11 min in vivo on one side 

of the chamber during the conditioning phase increased the time spent in the chamber 

paired with stimulation during a later test phase (average time spent in the stimulation-

paired chamber pre-light = 227.2 ± 48.45 s, average time spent in stimulation-paired 

chamber post-light delivery = 441.6 ± 63.56 s, t=5.01, df=7, p=0.002**, paired t test). 

Middle left: Representative heat plots before (top) and after (bottom) oLFS delivery. 

Warmer colors indicate greater time spent in a given location. Middle: Distance moved 

was not significantly different pre- and post-light delivery (average distance moved in 

stimulation-paired chamber pre-light delivery = 2646 ± 176.7 cm, average distance moved 

in stimulation-paired chamber post-light delivery = 2601 ± 395.2 cm, t=0.12, df=7, p=0.91, 

paired t test). Middle right: The time spent in the chamber paired with light was not greater 

in control fluorophore-expressing mice (average time spent in the stimulation-paired 

chamber pre-light = 307.3 ± 30.18 s, average time spent in stimulation-paired chamber 

post-light delivery = 342.7 ± 27.24 s, t=0.76, df=9, p=0.47, paired t test). Far right: Distance 

moved was unchanged pre- and post-light delivery for the control fluorophore group 

(average distance moved in stimulation-paired chamber pre-light delivery = 3278 ± 404.6 

cm, average distance moved in stimulation-paired chamber post-light delivery = 3285 ± 

363.4 cm, t=0.02, df=9, p=0.99, paired t test) (D) Far left: oLFS-induced CPP was not 

present in mice injected intraperitoneally (i.p.) with brain penetrant tat peptide mixed with 

cyclotraxin B (tat-CTX-B; average time spent in the stimulation-paired chamber pre-light 

= 218.1 ± 41.90 s, average time spent in stimulation-paired chamber post-light delivery = 

259.9 ± 38.52 s, t=1.40, df=10, p=0.19, paired t test). Middle left: Representative heat plots 

before (top) and after (bottom) oLFS delivery in mice injected with tat-CTX-B. Middle: 

Distance moved for mice receiving oLFS and tat-CTX-B injections was not different pre- 

and post-light delivery (average distance moved in stimulation-paired chamber pre-light 

delivery = 1853 ± 305.8 cm, average distance moved in stimulation-paired chamber post-

light delivery = 2460 ± 364.3 cm, t=1.76, df=10, p=0.11, paired t test). Middle right: Mice 

spent more time in the chamber paired with light following injections of tat, the vehicle 

used to enable CTX-B blood brain barrier penetration (average time spent in the 

stimulation-paired chamber pre-light = 279.6 ± 27.84 s, average time spent in stimulation-

paired chamber post-light delivery = 407.7 ± 29.11 s, t=2.54, df=8, p=0.03*, paired t test). 

Far right: Injections of vehicle with light delivery did not alter distance moved (average 

distance moved in stimulation-paired chamber pre-light = 2113 ± 251.0 cm, average 

distance moved in stimulation-paired chamber post-light delivery = 2780 ± 303.9, t=1.88, 
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df=8, p=0.10, paired t test). (E) Left: Mice receiving 0.5 mg/kg injections of flupenthixol 

dihydrochloride to block dopamine 1-like and 2-like receptors did not find oLFS during 

conditioning rewarding (average time spent in the stimulation-paired chamber pre-light = 

255.8 ± 36.94 s, average time spent in stimulation-paired chamber post-light delivery = 

300.2 ± 46.23 s, t=0.98, df=9, p=0.35, paired t test). Middle: Representative heat plots 

before (top) and after (bottom) oLFS delivery. Right: Light delivery and flupenthixol 

dihydrochloride administration did not alter distance moved (average distance moved in 

stimulation-paired chamber pre-light delivery = 2359 ± 346.8 cm, average distance moved 

in stimulation-paired chamber post-light delivery = 2274 ± 312.4 cm, t=0.30, df=9, p=0.77, 

paired t test). (F) Far left: Schematic representing the CPP protocol. Mice were conditioned 

in their non preference zone with only injections of either the vehicle tat or tat-CTX-B. 

Middle left: Injections of vehicle tat did not induce CPP (average time spent in the 

stimulus-paired chamber pre-vehicle = 290.1 ± 37.71 s, average time spent in stimulus-

paired chamber post-vehicle = 379.9 ± 43.15 s, t=1.88, df=9, p=0.10, paired t test). Middle: 

Distance moved was unchanged following vehicle injections (average distance moved in 

pre-vehicle injection = 3078 ± 518.4 cm, average distance moved post-vehicle = 2668 ± 

307.9 cm, t=0.80, df=8, p=0.45, paired t test). Middle right: Injections of tat-CTX-B did 

not induce CPP (average time spent in the stimulus-paired chamber pre-tat-CTX-B = 311.3 

± 36.66 s, average time spent in stimulation-paired chamber post-light delivery = 381.5 ± 

55.57 s, t=1.86, df=8, p=0.10, paired t test). Far right: Distance moved was unchanged pre- 

and post-tat-CTX-B injections (average distance moved in stimulus-paired chamber pre-

tat-CTX-B = 3512 ± 371.7 cm, average distance moved post-tat-CTX-B = 3268 ± 440.5 

cm, t=0.69, df=8, p=0.51, paired t test). i.p. = intraperitoneal. n.s. = not significant. All data 

are represented as mean ± SEM.  
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3.3.3 Genetic ablation of TrkB receptors in the NAc abolishes CPP.  

To validate our pharmacological findings demonstrating that BDNF signaling through 

TrkB is required for oLFS-induced CPP, we injected AAV-ChR2 into the VTA and a virus 

expressing cre-recombinase into the NAc of mice in which the TrkB gene is flanked by 

loxP sites (Flx-TrkB), to locally ablate TrkB receptors in the NAc while enabling 

optogenetic stimulation of VTA afferents in the NAc (Figure 3.3a). Two rounds of oLFS 

(4 min) separated by 11 min delivered on the naturally non-preferred side of the CPP 

chamber (Figure 3.3b) did not condition the mice in this experimental group (average time 

spent in the stimulation-paired chamber pre-light = 294.1 ± 42.46 s, average time spent in 

stimulation-paired chamber post-light delivery = 386.7 ± 78.19 s, t=1.33, df=7, p=0.22, 

paired t test, Figure 3.3c). Control mice with control fluorophore viral injections into either 

their VTA or NAc were also not conditioned during CPP (average time spent in the 

stimulation-paired chamber pre-light for NAc control = 263.7 ± 31.32 s, average time spent 

in stimulation-paired chamber post-light delivery = 436.8 ± 93.51 s, t=2.04, df=5, p=0.09, 

note to readers: this is meant to be a positive control and will be updated with more animals; 

average time spent in the stimulation-paired chamber pre-light for VTA control = 264.0 ± 

30.52 s, average time spent in stimulation-paired chamber post-light delivery = 284.4 ± 

88.58 s, t=0.28, df=4, p=0.79, paired t test for both groups, Figure 3.3d). Distance moved 

pre- and post-light delivery was unchanged for all Flx-TrkB groups (distance moved in 

stimulation-paired chamber pre-light delivery for Flx-TrkB experimental group = 2574 ± 

528.8 cm, distance moved in stimulation-paired chamber post-light delivery = 2326 ± 220.7 

cm, t=0.5487, df=7, p=0.60; average distance moved in the stimulation-paired chamber 

pre-light for NAc control = 2938 ± 241.7 cm, average distance moved in stimulation-paired 
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chamber post-light delivery = 3431 ± 541.7 cm, t=0.78, df=5, p=0.47; average distance 

moved in the stimulation-paired chamber pre-light for VTA control = 2145 ± 212.0 cm, 

average distance moved in stimulation-paired chamber post-light delivery = 1813 ± 124.5 

cm, t=1.51, df=4, p=0.21; paired t test for all groups, Figure 3.3c and d). 
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Figure 3.3. Genetic ablation of TrkB receptors in the NAc abolishes CPP. (A) Left: 

Schematic representing the experimental condition. Floxxed-TrkB (Flx-TrkB) mice were 

injected with an AAV expressing ChR2 into the VTA. They were also injected with a virus 

expressing cre recombinase (cre)-enhanced green fluorescent protein (eGFP) into the NAc 

to locally ablate TrkB receptors and received optical fiber implantations into the NAc for 

optogenetic stimulation of VTA afferents in vivo. Right: Example image of fiber placement 

in the NAc and expression of eGFP wherever there is cre present in NAc. Dashed line 

represents the location of the NAc core. Scale bars: 250 µm. (B) Schematic of behavioral 

paradigm, mice were conditioned in their non-preference zones with two rounds of oLFS 

spaced 11 min apart and received saline injections as previously described. (C) Left: Flx-

TrkB mice with cre-eGFP in their NAc and ChR2 in their VTA did not find oLFS delivery 

rewarding (average time spent in the stimulation-paired chamber pre-light = 294.1 ± 42.46 

s, average time spent in stimulation-paired chamber post-light delivery = 386.7 ± 78.19 s, 

t=1.33, df=7, p=0.22, paired t test). Middle: Representative heat plots before (top) and after 

(bottom) oLFS delivery. Right: Distance moved for Flx-TrkB mice was unchanged 

throughout the duration of CPP (distance moved in stimulation-paired chamber pre-light 

delivery for Flx-TrkB experimental group = 2574 ± 528.8 cm, distance moved in 

stimulation-paired chamber post-light delivery = 2326 ± 220.7 cm, t=0.55, df=7, p=0.60, 

paired t test). (D) Control fluorophore injection groups (far left: ChR2 injection into VTA, 

mCherry injection into NAc; middle right: eYFP injection into VTA, cre-eGFP injection 

into NAc) did not result in CPP (average time spent in the stimulation-paired chamber pre-

light for NAc control = 263.7 ± 31.32 s, average time spent in stimulation-paired chamber 

post-light delivery = 436.8 ± 93.51 s, t=2.04, df=5, p=0.09, paired t test; average time spent 

in the stimulation-paired chamber pre-light for VTA control = 264.0 ± 30.52 s, average 

time spent in stimulation-paired chamber post-light delivery = 284.4 ± 88.58 s, t=0.28, 

df=4, p=0.79, paired t test). Distance moved was unchanged during CPP for these controls 

(middle left: average distance moved in the stimulation-paired chamber pre-light for NAc 

control = 2938 ± 241.7 cm, average distance moved in stimulation-paired chamber post-

light delivery = 3431 ± 541.7 cm, t=0.78, df=5, p=0.47; far right: average distance moved 

in the stimulation-paired chamber pre-light for VTA control = 2145 ± 212.0 cm, average 

distance moved in stimulation-paired chamber post-light delivery = 1813 ± 124.5 cm, 

t=1.51, df=4, p=0.21; paired t test for both groups). ac = anterior commissure. i.p. = 

intraperitoneal. n.s. = not significant. All data are represented as mean ± SEM. 
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3.3.4 Changing the frequency of LFS abolishes NAc-iLTD ex vivo and CPP in vivo.   

We next investigated whether the frequency of stimulation ex vivo impacts induction of 

NAc-iLTD. While holding MSNs at -80 mV, we electrically stimulated the slice at 0.25 

Hz as opposed to 1 Hz and found that it was not sufficient to produce NAc-iLTD (eIPSC 

amplitude 87.19 ± 4.98% of baseline, t=1.83, df=9, p=0.10, paired t test, Figure 3.4a). We 

utilized this group as a control for our in vivo CPP experiments; following the same viral 

injection and fiber placement strategy as depicted in Figure 2a (Figure 3.4b), we 

conditioned mice with two rounds of 0.25 Hz stimulation (4 mins) spaced 11 mins apart in 

their non-preference chamber (Figure 3.4c) and found that it did not drive a CPP (average 

time spent in the stimulation-paired chamber pre-light = 308.8 ± 28.36 s, average time 

spent in stimulation-paired chamber post-light delivery = 368.7 ± 38.23 s, t=1.67, df=10, 

p=.13, paired t test, Figure 3.4d). Distance moved for this group was unaltered (average 

distance moved in the stimulation-paired chamber pre-light = 3072 ± 416.5 cm, average 

distance moved in the stimulation-paired chamber post-light delivery = 3289 ± 415.7 cm, 

t=0.62, df=10, p=0.55, paired t test, Figure 3.4d). 
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Figure 3.4. Changing the frequency of LFS abolishes NAc-iLTD ex vivo and CPP in 

vivo.  (A) Electrically stimulating the slice at a 0.25 as opposed to 1 Hz frequency while 

voltage-clamping the cell at -80 mV does not sufficiently induce NAc-iLTD (eIPSC 

amplitude 87.19 ± 4.98% of baseline, t=1.83, df=9, p=0.10, paired t test). Scalebars 

represent 300 pA and 125 ms. (B) Experimental conditions depicted: AAV expressing 

ChR2 was stereotaxically injected into the VTA and this was followed by another surgery 

implanting optical fibers into the NAc for in vivo experiments 6 wks later. (C) Schematic 

of behavioral procedure, mice were conditioned in their non-preference zones with two 

rounds of 0.25 Hz optogenetic stimulation in their NAc (duration per round 4 min, spaced 

11 min apart) and received saline injections prior to entry into arena. (D) Left: Conditioning 

the mice with 2 rounds of 0.25 Hz stimulation did not drive a CPP (average time spent in 

the stimulation-paired chamber pre-light = 308.8 ± 28.36 s, average time spent in 

stimulation-paired chamber post-light delivery = 368.7 ± 38.23 s, t=1.67, df=10, p=.13, 

paired t test). Middle: Heatmaps depicted of pre- and post-light sessions. Right: Distance 

moved during this experimental condition was unchanged across the cohort (average 

distance moved in the stimulation-paired chamber pre-light = 3072 ± 416.5 cm, average 

distance moved in the stimulation-paired chamber post-light delivery = 3289 ± 415.7 cm, 

t=0.62, df=10, p=0.55, paired t test). i.p. = intraperitoneal. n.s. = not significant. All data 

are represented as mean ± SEM. 



82 

 

3.3.5 BDNF release from the prelimbic prefrontal cortex (plPFC) drives NAc-iLTD 

and CPP. BDNF is also released onto NAc MSNs from the prefrontal cortex (Altar et al., 

1997). We investigated whether BDNF provided from this source is sufficient to drive 

NAc-iLTD by injecting ChR2 into the plPFC of wildtype mice (Figure 3.5a). We found 

that oLFS of plPFC afferents in the NAc induces NAc-iLTD (eIPSC amplitude 68.95 ± 

7.29% of baseline, t=4.26, df=7, p=0.004, Figure 3.5b). Inclusion of TrkB inhibitor CTX-

B in the internal recording solution abolished NAc-iLTD driven by plPFC, demonstrating 

this NAc-iLTD is attributable to BDNF release (oIPSC amplitude 103.6 ± 11.32% of 

baseline, t=0.32, df=5, p=0.76, paired t test; control IPSC amplitude versus CTX-B 

amplitude: t=2.80, df=12, p=0.02, unpaired t test, Figure 3.5b). 

 We determined whether oLFS of NAc plPFC inputs drives a CPP by implanting 

fibers into the NAc following the ChR2 injection into plPFC (Figure 3.5c). We found that 

two rounds of oLFS (4 mins) spaced 1l mins apart conditions mice to their non-preference 

side of the CPP chamber (Figure 3.5d for schematic; average time spent in the stimulation-

paired chamber pre-light = 198.6 ± 26.50 s, average time spent in stimulation-paired 

chamber post-light delivery = 388.7 ± 73.96 s, t=2.57, df=9, p=0.03, paired t test, Figure 

3.5e). Movement was not altered in these mice (distance moved in the stimulation-paired 

chamber pre-light = 2115 ± 189.40 cm distance moved in the stimulation-paired chamber 

post-light delivery = 2354 ± 278.6 cm, t=0.96, df=9, p=0.36, paired t test, Figure 3.5e). 
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Figure 3.5. BDNF release from the prelimbic prefrontal cortex (plPFC) drives NAc-

iLTD and CPP. (A) Schematic of viral injection strategy. AAV-ChR2 was bilaterally 

injected into the plPFC of wildtype mice. (B) Optogenetically stimulating the ChR2-

expressing plPFC afferents at 1 Hz frequency while voltage-clamping the cell at -80 mV 

does sufficiently induce NAc-iLTD (oIPSC amplitude 68.95 ± 7.29% of baseline, t=4.26, 

df=7, p=0.004**). In the presence of CTX-B, NAc-iLTD is abolished (oIPSC amplitude 

103.6 ± 11.32% of baseline, t=0.32, df=5, p=0.76, paired t test; control IPSC amplitude 

versus CTX-B amplitude: t=2.80, df=12, p=0.02*, unpaired t test). Scalebars for traces: 

250 pA and 100 ms. (C) Top: Schematic of viral injection and fiber placement strategy. 

Bottom left: Example image of ChR2-eYFP injection into the plPFC. Dotted line 

encompasses plPFC. Bottom right: Example image of ChR2-eYFP-expressing plPFC 

afferents in the NAc with fiber placement depicted. (D) Schematic depicting the CPP 

paradigm. Mice were conditioned with two rounds of 1 Hz stimulation spaced 11 min apart 

and received saline injections prior to entry into their non-preference zones. (E) Left: Mice 

spent more time in their non-preference zones following conditioning (average time spent 

in the stimulation-paired chamber pre-light = 198.6 ± 26.50 s, average time spent in 

stimulation-paired chamber post-light delivery = 388.7 ± 73.96 s, t=2.57, df=9, p=0.03*, 

paired t test). Middle: Heatmaps depict pre-light and post-light sessions. Right: Distance 

moved was unchanged across the cohort (distance moved in the stimulation-paired 

chamber pre-light = 2115 ± 189.4 cm distance moved in the stimulation-paired chamber 

post-light delivery = 2354 ± 278.6 cm, t=0.96, df=9, p=0.36, paired t test). i.p. = 

intraperitoneal. n.s. = not significant. All data are represented as mean ± SEM. 
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3.3.6 Subthreshold rewarding dose of EtOH coupled with subthreshold rewarding 

oLFS of midbrain neurons together drive a CPP. 

Induction of NAc-iLTD ex vivo with inclusion of low and high doses of EtOH in the 

external recording solution augments its magnitude (10 and 50 mM, respectively; Patton 

et al., 2019). We sought to determine whether this interaction occurs in vivo to underlie 

alcohol reward. We predicted that a subthreshold rewarding induction of oLFS together 

with a subthreshold rewarding dose of EtOH during conditioning would drive a CPP in 

mice. We found that eliciting one round of oLFS as opposed to two was not rewarding to 

the mice (average time spent in the stimulation-paired chamber pre-light = 320.7 ± 21.80 

s, average time spent in stimulation-paired chamber post-light delivery = 384.2 ± 46.44 s, 

t=1.31, df=9, p=0.22, paired t test, Figure 3.6b). Likewise, a single 2 g/kg i.p. injection of 

EtOH 3-5 mins prior to conditioning was not rewarding to the mice (average time spent in 

the stimulus-paired chamber pre-EtOH = 281.6 ± 36.45 s, average time spent in stimulus-

paired chamber post-EtOH = 343.2 ± 47.56 s, t=2.01, df=8, p=0.08, paired t test, Figure 

3.6c). Administering both of these stimuli during conditioning induced a CPP (average 

time spent in the stimulation-paired chamber pre-light and EtOH = 278.2 ± 26.32 s, average 

time spent in stimulation-paired chamber post-light and EtOH delivery = 410.7 ± 47.25 s, 

t=3.68, df=10, p=0.004, paired t test, Figure 3.6d). Distances moved for these three groups 

were unchanged pre- and post-stimulus pairing with the non-preference chamber (average 

distance moved in stimulation-paired chamber pre-light delivery for saline group = 3412 ± 

317.5 cm, average distance moved in stimulation-paired chamber post-light delivery = 

2505 ± 334.8 cm, t=0.34, df=9, p=0.75; average distance moved in stimulation-paired 

chamber pre-EtOH = 1894 ± 436.1 cm, average distance moved in stimulation-paired 
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chamber post-EtOH delivery = 1950 ± 404.5 cm, t=0.29, df=8, p=0.78; average distance 

moved in the stimulation-paired chamber pre-light and EtOH = 3064 ± 186.7 cm, average 

distance moved in stimulation-paired chamber post-light and EtOH delivery = 2877 ± 

274.8 cm, t=1.27, df=10, p=0.23; paired t test for all groups, Figure 3.6b, c, and d). Mice 

with viral fluorophore injections in their NAc receiving one round of oLFS in conjunction 

with the 2 g/kg EtOH injection did not exhibit a CPP, nor did they exhibit altered distance 

movement (average time spent in the stimulation-paired chamber pre-light and EtOH = 

320.3 ± 26.60 s, average time spent in stimulation-paired chamber post-light and EtOH 

delivery = 387.5 ± 52.79 s, t=0.98, df=8, p=0.36; average distance moved in the 

stimulation-paired chamber pre-light and EtOH = 2450 ± 239.3 cm, average distance 

moved in stimulation-paired chamber post-light and EtOH delivery = 1906 ± 136.8 cm, 

t=1.95, df=8, p=0.09; paired t test for both analyses, Figure 3.6d). 

We predicted that the interaction between EtOH and oLFS would be dependent 

upon BDNF signaling through TrkB receptors on NAc MSNs, as seen in the acute slice 

preparation (Patton et al., 2019). We first tested this pharmacologically by injecting mice 

twice with tat-CTX-B spaced 90 min apart as well as 2 g/kg EtOH prior to conditioning 

with one round of oLFS, and found that the mice were not conditioned to find their non-

preference chambers rewarding (average time spent in the stimulation-paired chamber pre-

light + EtOH + CTX-B = 281.1 ± 38.10 s, average time spent in stimulation-paired chamber 

post-light + EtOH + CTX-B = 398.0 ± 61.39 s, t=2.18, df=8, p=0.06, paired t test, Figure 

3.6e). Injections of the vehicle (2 x 20 mg/kg tat in saline, i.p.) in parallel to the 2 g/kg 

EtOH injection prior to delivery of a single round of oLFS did result in a CPP(average time 

spent in the stimulation-paired chamber pre-light + EtOH + tat vehicle = 198.3 ± 28.30 s, 
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average time spent in stimulation-paired chamber post-light + EtOH + Vehicle = 375.9 ± 

54.94 s, t=3.67, df=11, p=0.005, paired t test, Figure 3.6e). We validated this finding 

genetically using the previously defined Flx-TrkB line of mice with ablated TrkB receptors 

in the NAc and ChR2 injections in the VTA (Figure 3.6f). Delivery of one round of oLFS 

combined with a 2 g/kg dose of EtOH did not induce CPP in these mice (average time spent 

in the stimulation-paired chamber pre-light + EtOH = 317.8 ± 19.00 s, average time spent 

in stimulation-paired chamber post-light + EtOH = 373.8 ± 34.86 s, t=1.82, df=6, p=0.12, 

paired t test, Figure 3.6f). Distances moved for all groups were unaffected (average 

distance moved in the stimulation-paired chamber pre-light + EtOH + tat-CTX-B = 1553 

± 220.0 cm, average distance moved in stimulation-paired chamber post-light + EtOH + 

tat-CTX-B = 1718 ± 251.0 cm, t=0.89, df=8, p=0.40; average distance moved in the 

stimulation-paired chamber pre-light + EtOH + Vehicle = 1976 ± 258.9 cm, average 

distance moved in stimulation-paired chamber post-light + EtOH + Vehicle delivery = 

1958 ± 169.5 cm, t=0.06, df=11, p=0.96; average distance moved in the stimulation-paired 

chamber pre-light and EtOH = 2607 ± 294.6 cm, average distance moved in stimulation-

paired chamber post-light and EtOH delivery = 2753 ± 291.3 cm, t=2.02, df=8, p=0.10; 

paired t test for all groups, Figure 3.6e and f).  
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Figure 3.6. A subthreshold rewarding dose of EtOH coupled with subthreshold 

rewarding oLFS together drive a BDNF-dependent CPP. (A) Schematic representing 

the experimental condition. DAT-cre mice were injected with a virus expressing ChR2 into 

the VTA and optical fibers were implanted into the NAc. (B) Left: Schematic depicting the 

behavioral paradigm. Mice were conditioned in their non-preference zone with one round 

of oLFS (4 min long, 11 min following that to explore freely). Middle: Delivering one 

round of oLFS during conditioning did not increase the time spent in the chamber paired 

with stimulation during a later test phase (average time spent in the stimulation-paired 

chamber pre-light = 320.7 ± 21.80 s, average time spent in stimulation-paired chamber 

post-light delivery = 384.2 ± 46.44 s, t=1.31, df=9, p=0.22, paired t test). Right: Distance 

moved pre- and post- light delivery in non-preference zone was not different (average 

distance moved in stimulation-paired chamber pre-light delivery for saline group = 3412 ± 

317.5 cm, average distance moved in stimulation-paired chamber post-light delivery = 

2505 ± 334.8 cm, t=0.34, df=9, p=0.75, paired t test). (C) Left: Schematic depicting 

behavioral paradigm. Mice were conditioned in their non-preference zones with a single 2 

g/kg EtOH injection several min prior to the 15 min conditioning session. Middle: A single 

i.p. injection of 2 g/kg EtOH did not increase time spent in chamber paired with the 

injection (average time spent in the stimulus-paired chamber pre-EtOH = 281.6 ± 36.45 s, 

average time spent in stimulus-paired chamber post-EtOH = 343.2 ± 47.56 s, t=2.01, df=8, 

p=0.08, paired t test). Right: Distances moved pre- and post-EtOH administration were 

unchanged (average distance moved in stimulation-paired chamber pre-EtOH = 1894 ± 

436.1 cm, average distance moved in stimulation-paired chamber post-EtOH delivery = 

1950 ± 404.5 cm, t=0.29, df=8, p=0.78, paired t test). (D) Far left: Schematic depicting 

behavioral paradigm. Mice were conditioned in their non-preference zones with a single 2 

g/kg EtOH injection 3-5 min prior to one round of oLFS. Middle left: one round of oLFS 

together with a single injection of 2 g/kg EtOH was rewarding to the mice (average time 

spent in the stimulation-paired chamber pre-light and EtOH = 278.2 ± 26.32 s, average 

time spent in stimulation-paired chamber post-light and EtOH delivery = 410.7 ± 47.25 s, 

t=3.68, df=10, p=0.004**, paired t test). Middle: Representative heat plots before (top) and 

after (bottom) oLFS delivery. Warmer colors indicate greater time spent in a given location. 

Middle right: Distances moved pre- and post-light and EtOH delivery were unchanged 

(average distance moved in the stimulation-paired chamber pre-light and EtOH = 3064 ± 

186.7 cm, average distance moved in stimulation-paired chamber post-light and EtOH 

delivery = 2877 ± 274.8 cm, t=1.27, df=10, p=0.23; paired t test for all groups). Far right: 

Mice with a control fluorophore injected into their VTA as opposed to ChR2 were not 

conditioned following one round of oLFS and a single EtOH injection (average time spent 

in the stimulation-paired chamber pre-light and EtOH = 320.3 ± 26.60 s, average time spent 

in stimulation-paired chamber post-light and EtOH delivery = 387.5 ± 52.79 s, t=0.98, 

df=8, p=0.36, paired t test) nor did they experience any differences in distance moved 

(average distance moved in the stimulation-paired chamber pre-light and EtOH = 2450 ± 

239.3 cm, average distance moved in stimulation-paired chamber post-light and EtOH 

delivery = 1906 ± 136.8 cm, t=1.95, df=8, p=0.09, paired t test). (E) Far left: Schematic 

depicting behavioral paradigm. Mice were conditioned with i.p. injections and a single 

round of oLFS in their non-preference zones. Middle left: Delivering one round of oLFS 

in vivo on one side of the chamber during the conditioning phase while administering a 

single 2 g/kg injection of EtOH as well as injections of tat-CTX-B did not alter time spent 
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in the chamber paired with these stimuli during a later test phase (average time spent in the 

stimulation-paired chamber pre-light + EtOH + tat-CTX-B = 281.1 ± 38.10 s, average time 

spent in stimulation-paired chamber post-light = 398.0 ± 61.39 s, t=2.18, df=8, p=0.061, 

paired t test). Middle: Representative heat plots before (top) and after (bottom) oLFS 

delivery. Warmer colors indicate greater time spent in a given location. Far right: 

Delivering one round of oLFS in vivo on one side of the chamber during the conditioning 

phase while administering a single 2 g/kg injection of EtOH as well as injections of the 

brain penetrant vehicle tat was rewarding to mice, as they spent more time in the chamber 

paired with these stimuli during a later test phase (average time spent in the stimulation-

paired chamber pre-light + EtOH + tat vehicle = 198.3 ± 28.30 s, average time spent in 

stimulation-paired chamber post-light = 375.9 ± 54.94 s, t=3.67, df=11, p=0.005**, paired 

t test). Distances moved for these two groups were unchanged pre- and post-conditioning 

(middle right: average distance moved in the stimulation-paired chamber pre-light + EtOH 

+ tat-CTX-B = 1553 ± 220.0 cm, average distance moved in stimulation-paired chamber 

post-light = 1718 ± 251.0 cm, t=0.89, df=8, p=0.40; far right: average distance moved in 

the stimulation-paired chamber pre-light + EtOH + tat vehicle = 1976 ± 258.9 cm, average 

distance moved in stimulation-paired chamber post-light = 1958 ± 169.5 cm, t=0.06, df=11, 

p=0.96; paired t tests for both groups). (F) Far left: Schematic representing the 

experimental condition. Flx-TrkB mice were injected with a virus expressing ChR2-

mCherry into the VTA. They were also injected with an AAV expressing cre-eGFP into 

the NAc and received optical fiber implantations into the NAc. Middle left: Flx-TrkB with 

ChR2-mCherry in their VTA and cre-eGFP in their NAc for genetic TrkB ablation were 

not conditionined by one round of oLFS paired with one injection of 2 g/kg EtOH (average 

time spent in the stimulation-paired chamber pre-light + EtOH = 317.8 ± 19.00 s, average 

time spent in stimulation-paired chamber post-light = 373,8 ± 34.86 s, t=1.82, df=6, 

p=0.12, paired t test). Middle right: Representative heat plots before (top) and after 

(bottom) oLFS delivery. Warmer colors indicate greater time spent in a given location. Far 

right: Distance moved pre- and post-light and EtOH pairing was unchanged (average 

distance moved in the stimulation-paired chamber pre-light + EtOH = 2607 ± 294.6 cm, 

average distance moved in stimulation-paired chamber post-light delivery = 2753 ± 291.3 

cm, t=2.02, df=8, p=0.10, paired t test). n.s. = not significant. Data represented as mean ± 

SEM. 
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3.4 Discussion 

We discover that BDNF release from the VTA diminishes inhibition onto NAc MSNs and 

that EtOH augments this disinhibition. We also find that plPFC release of BDNF may also 

sufficiently diminish the strength of inhibition onto MSNs. Furthermore, conditioning mice 

in vivo by optogenetically interrogating VTA or plPFC afferents with oLFS is sufficient to 

drive a CPP. We discover that the diminishment of inhibition onto NAc MSNs ex vivo is 

frequency dependent, and we also find that when oLFS is delivered at a different frequency 

in vivo, mice no longer are conditioned by VTA afferent stimulation. Finally, we determine 

that subthreshold rewarding induction of oLFS together with a subthreshold rewarding 

dose of EtOH conditions mice during CPP.  

Our lab previously reported that eLFS ex vivo induces NAc-iLTD of equal 

magnitude onto MSNs expressing either dopamine 1- or 2-like receptors (Patton et al., 

2019) and here we find that oLFS in vivo is rewarding to mice. Canonically, the expression 

of dopamine 1- or 2- like receptors on MSNs dictates whether they go on to activate direct 

or indirect output pathways to mediate reward or aversion, respectively. This has informed 

large bodies of research (Hikida et al., 2010; Sesack and Grace, 2010; Xia et al., 2011; Tai 

et al., 2012; Hikida et al., 2013; Yamaguchi et al., 2015; Nguyen et al., 2018; Sandoval-

Rodriguez et al., 2023; Nakanishi et al., 2014; Volkow and Morales, 2015). However, our 

findings could potentially expand upon previous studies suggesting that direct and indirect 

pathway output is not mediated by dopamine receptor-type expression on MSNs (Kupchik 

et al., 2015; Kupchik and Kalivas, 2017). Notably, however, we have not validated whether 

we have indeed induced inhibitory plasticity in the NAc in vivo under our experimental 

conditions. Two rounds of VTA or plPFC oLFS delivery in vivo may not sufficiently 



91 

 

induce LFS-driven NAc-iLTD as we see ex vivo. Furthermore, it is possible that the MSN 

subtype non-specificity of NAc-iLTD ex vivo (Patton et al., 2019) is not paralleled in vivo. 

TrkB receptor expression is higher on MSNs expressing dopamine 2-like receptors (Lobo 

et al., 2010; Baydyuk et al., 2011), suggesting this subpopulation may be preferentially 

targeted by afferents releasing BDNF. This supports work demonstrating that BDNF 

mediates social stress-induced depressive behaviors (Koo et al., 2016). Moreover, others 

have found that BDNF release from the VTA strengthens inhibition onto dopamine 1-like 

receptor expressing MSNs to reduce morphine reward (Koo et al., 2012) and enable 

resilience to social stress (Pagliusi et al., 2022). But the role of BDNF in reward has been 

highly disputed, as others find that BDNF can support reward. For instance, BDNF 

expression in the lateral-medial forebrain bundle of rats is critical for regulating reward 

reinforcement (Sagarkar et al., 2021). Furthermore, alcohol interacts with BDNF/TrkB 

activation (McGough et al., 2004; Logrip et al., 2009; Jeanblanc et al., 2013; Logrip et al., 

2015) and acute administration of alcohol not only dose-dependently elevates BDNF 

mRNA levels in the VTA (Raivio et al., 2014), but also sufficiently enhances the 

reinforcing properties of ethanol when administered exogenously in the NAc prior to drug 

exposure (Waeiss et al., 2010). The disparity between these conceptualizations for the role 

of BDNF in reward suggests that the system is highly context dependent. It is apparent that 

the contexts in which BDNF is released and in which the BDNF signaling system is 

manipulated drastically impact its role in behavior and internal states and further 

investigations looking at its roles in these different contexts is the only way to further 

elucidate why this is the case. 
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We herein demonstrate that NAc-iLTD is not modulated by dopamine signaling ex 

vivo, yet utilizing the same induction protocol in vivo to drive a CPP while administering 

a broad dopamine receptor antagonist effectively abolished CPP. This suggests that 

dopamine-dependent reward mechanisms are also being induced in vivo, and more 

experiments are needed to confirm if this is the case. Because we administered flupenthixol 

dihydrochloride i.p., it is likely that its interruption of dopamine signaling in other areas of 

the brain and circuits impacted the ability of mice to experience reward. But we also did 

not differentiate between dopamine 1-like and 2-like receptor expressing MSNs when 

inducing NAc-iLTD ex vivo in the presence of flupenthixol. It is possible that dopamine 

signaling modulates inhibitory plasticity differentially on MSN subpopulations and we 

were not able to detect this with our slice experiment setup.  

We did not explore whether ex vivo EtOH augmentation of NAc-iLTD and the in 

vivo interaction of these two stimuli require dopamine signaling to be intact. Acute EtOH 

can increase dopamine transmission in the NAc and this mechanism is largely accepted as 

being the predominant mediator of the rewarding properties of EtOH (Chiara, 1997; 

Soderpalm and Ericson, 2009; Bassareo et al., 2017; Dahchour and Ward, 2022), so it is 

possible that EtOH modulation of inhibitory synaptic strength in the NAc is not entirely 

dopamine-independent. This is further supported by lines of evidence linking dopamine 

signaling with GABAergic signaling in the NAc (Lof et al., 2007) and even specifically 

BDNF interplay with dopaminergic modulation of GABA receptor expression (Jeanblanc 

et al., 2006; Leggio et al., 2019). However, these findings suggest that dopamine and 

BDNF postsynaptic signaling cascades converge to strengthen GABA inhibition in the 

NAc and control EtOH consumption, which theoretically opposes what we find herein. 
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Determination of whether dopamine modulates EtOH augmentation of NAc-iLTD is 

critical for furthering our understanding of BDNF and dopamine interplay as it relates to 

inhibitory plasticity and EtOH reward.  

Despite our findings suggesting that VTA BDNF contributes to NAc-iLTD, we also 

find that plPFC BDNF can sufficiently drive NAc-iLTD and that stimulation of these 

afferents in vivo drives a CPP. Because we did not inhibit BDNF signaling during this CPP, 

it remains unclear whether the CPP driven by plPFC afferent stimulation is mediated by 

BDNF signaling. We also did not test whether excitation of plPFC inputs alters the strength 

of glutamatergic neurotransmission in the NAc. As such, it is possible that we observed a 

CPP mediated by altered glutamate synaptic strength driven by plPFC terminal activation 

in the NAc, as others have found that elevated plPFC glutamate is associated with 

initiation, learning, and remembrance of reward-associated behaviors (Kalivas and 

Volkow, 2005; Alasmari et al., 2018; Pena-Bravo et al., 2019). Recording excitatory 

postsynaptic currents (EPSCs) ex vivo before and after oLFS of plPFC afferents would 

elucidate whether excitatory projections are altered following plPFC afferent stimulation 

in the NAc. Alternatively, PFC afferents in the NAc can activate dopaminergic terminals 

(Mateo et al., 2017) and it is possible that oLFS of plPFC activates VTA dopaminergic 

terminals to indirectly drive a CPP.  

We herein support previous studies demonstrating that VTA dopaminergic 

projections non-canonically release BDNF (Seroogy et al., 1994, Koo et al., 2016) and 

GABA (Tritsch et al., 2014) and provide evidence that this release of BDNF is involved in 

mediating NAc inhibitory synaptic plasticity in the slice preparation and may influence 

behavior. Furthermore, we provide data suggesting that this mechanism is susceptible to 
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modulation by EtOH. Human studies reveal that sensitivity to alcohol reward predicts 

whether individuals go on to develop AUD (King et al., 2011; King et al., 2014; King et 

al., 2016; King et al., 2021; King et al., 2022). Thus, investigating mechanisms mediating 

the rewarding properties of alcohol, which may drive binge consumption, are critical 

towards developing a better understanding of how alcohol reconstructs the strength of 

circuits mediating reward over time. Furthermore, inhibitory neurotransmission in the NAc 

and its relevance towards reward as it relates to drug misuse and addiction is highly 

unexplored and it is critically important that it continues to be investigated to enhance our 

understanding of reward circuitry. Exploring the role of BDNF signaling as a mediator of  

inhibitory plasticity onto NAc MSNs will help fill many gaps in knowledge about NAc 

MSN output, the relationship between BDNF and reward, and how alcohol hijacks 

midbrain circuitry. 
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Chapter 4: Discussion  

4.1 Alcohol and DLS FSI network activity 

 We here discover that the FSI-FSI electrical coupling in adult mice rarely occurs 

(Figure 2.1) and that FSIs are more sensitive to cortical afferent stimulation, firing with 

greater fidelity than MSNs (Figure 2.2). These empirical data informed our neural 

simulations of variant cortico-FSI networks, which enabled us to find that FSI electrical 

synapses weakly contribute to the synchrony of striatal FSIs in adult mice while 

convergent, and coincident, cortical excitation significantly drives FSI-FSI synchrony 

(Figure 2.4-6). 

It is important to first note caveats with the present modeling data. First, because 

our model is based on the number of action potentials in response to cortical afferent 

activation, it does not account for the possible lateral chemical synaptic inhibition from 

neighboring FSIs or inhibitory input from the globus pallidus (Bevan et al., 1998; Mallet 

et al., 2012). Also, while cortical input into striatum is the largest source of excitatory input 

onto FSIs, our model does not consider excitatory inputs from other areas such as 

subthalamic and thalamic nuclei (Sciamanna et al., 2015; Klug et al., 2018; Assous and 

Tepper, 2019a; Assous and Tepper, 2019b) as well as the pedunculopontine nucleus 

(Assous et al., 2019). Understanding how FSIs integrate these inputs in parallel or 

discretely from corticostriatal inputs, especially as compared to MSNs, could enable a 

stronger understanding of how the dorsal striatum is able to efficiently integrate so many 

inputs to quickly drive discrete action sequences. Furthermore, if it is true that alcohol 

modulates FSI synchrony to enable the development of quicker, more efficient action 
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sequences, elucidating how other synapses contribute to FSI synchrony may point to other 

potential synaptic targets for alcohol. 

The model also assumes homogeneity of FSI morphology and response properties. 

This assumption was made to simplify the model for simulations to directly target the role 

of electrical synapses. However, FSIs may vary in their presynaptic inputs and weight 

distributions (Assous and Tepper, 2019b). Introducing heterogeneity in cortico-FSI 

synaptic weights could shift the results toward heterogeneous populations of synchronized 

FSIs, potentially reflecting functional FSI ensembles (Roberts et al., 2019). But 

contradictory optogenetic studies (Qi et al., 2016 versus Chen et al., 2019, for example) 

point to the fact that FSIs, which are typically uncoordinated during novel reward-seeking 

tasks (Berke, 2008), may be difficult to examine experimentally without artificially using 

broad network activation or inhibition (Covey and Yocky, 2021). Given that broad network 

activation or inhibition of FSIs rarely happens in vivo, findings from this experimental 

strategy may be misleading. It may be more informative to use methods such as in vivo 

electrophysiology or calcium imaging for visualization of heterogeneity in firing amongst 

FSI groups that may occur as a result of convergent excitatory input excitation. 

The high sensitivity of the brain to acute alcohol exposure and binge alcohol 

consumption makes it unsurprising that as repeated binge drinking sessions for alcohol 

occur, brain circuits quickly adapt in ways that are hard to reverse. Alcohol facilitates habit 

formation by targeting DLS circuitry (Everitt et al., 2001; Graybiel, 2005). The influence 

of chronic alcohol use over the formation of automatized actions is so strong that it 

accelerates not only continual habitual consumption of ethanol, but also habitual 

responding for natural rewards such as sucrose (Lesscher et al., 2010; Sjoerds et al., 2013; 
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Corbit et al., 2012). Interestingly, the extent of habitual decision making can even predict 

relapse in alcohol-dependent individuals (Sebold et al., 2014; Duka et al., 2017; Sebold et 

al., 2017).  

On a cellular level, FSIs are causally linked to habit formation (O’Hare et al., 2017) 

and compulsive consumption of alcohol, but not natural substances such as sucrose or 

water (Patton et al., 2021). This suggests that alcohol targets FSIs. Furthermore, in the 

absence of FSIs, the microstructure of licks for alcohol in mice are drastically changed; 

mice lick less frequently but for longer periods of time when they do attempt to drink 

(Patton et al., 2021). This suggests that the lack of inhibition onto MSNs from FSIs hinders 

their ability to constrain selected actions. In an intact system, MSNs organize into neuronal 

ensembles as actions are learned (Jin and Costa, 2010; Bakhurin et al., 2016; Martiros et 

al., 2018; Gritton et al., 2019). This promotes goal-directed, task-oriented actions while 

inhibiting unwanted ones. Repeating actions in pursuit of a reward facilitates this process, 

enabling refined, automatized motor sequences (Aldridge and Berridge, 1998; Jin and 

Costa, 2010; Martiros et al., 2018). This refined ensemble activity is associated with the 

transition of flexible towards more inflexible circuitry and cognition associated with habits 

(Graybiel, 2008; Lipton et al., 2019).  

MSN ensemble formation is shaped and organized by FSI ensemble network 

activity (Owen et al., 2018, Duhne et al., 2020). Separate FSI ensembles encode the speed 

of specific, discrete action sub-components such as ambulation and head movements 

(Roberts et al., 2019). Disruption of FSI ensembles reduces MSN co-activation and 

significantly alters the balanced, controlled output of MSN subpopulation (Damodaran et 

al., 2014). Because FSIs are so outnumbered by MSNs, making up only 1% of the striatal 
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cell population (Luk and Sadicot, 2001), their ensemble formation is critical for their 

control over MSN output (Damodaran et al., 2014; Owen et al., 2018; Duhne et al., 2020). 

This is supported by FSIs preferentially targeting D1R MSNs over D2R MSNs (Gittis et 

al., 2010; Bahuguna et al., 2015), which may enable stronger refinement of DLS output 

and reduce unwanted movements. While it is clear that FSI network activity enables 

refinement of MSN ensemble activity and output, it is widely unknown how these networks 

are targeted by alcohol to facilitate refinement and action sub-component formation, 

especially in the pursuit and consumption of alcohol.  

For decades, FSI ensemble formation has been attributed to FSI-FSI electrical 

coupling (Koos and Tepper, 1999; Lau et al., 2010; Zhang et al., 2014). This is supported 

by dual electrophysiological patch-clamp recordings of FSIs in juvenile mouse brain slices 

demonstrating that the electrical synapse rate between FSIs is nearly a third of their 

population (Koos and Tepper, 1999). But electrical coupling, or gap junction formation, is 

mediated by connexin-36 (Cummings et al., 2008). Expression of this protein declines 

throughout development and into adulthood (Bruzzone et al., 1996; Belluardo et al., 2000). 

We herein provide dual-patch electrophysiological evidence in support of this finding, 

demonstrating that only ~8% of FSIs (from a total of 78 pairs) display electrical coupling 

(Figure 2.1). The theoretical implication of this is that FSI ensemble formation then must 

also decline, which is supported by our finding that FSI-FSI gap junctions on their own do 

not contribute to FSI synchrony (Figure 2.4). But shifting between goal-directed and 

habitual behavior is essential throughout human life, suggesting there must be another 

mechanism involved in FSI ensemble formation. Thus, we herein identify a gap in 
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knowledge in the literature: that the canonically accepted mechanism for FSI synchrony 

does not suitably drive synchrony in adults.  

Our finding that FSIs display higher responsivity to cortical convergence as 

compared to MSNs supports the idea that FSIs act as a refining filter or break for excitatory 

inputs into the dorsal striatum (Figure 2.2). This finding also supports anatomical findings 

that demonstrate broad areas of cortex converge onto FSIs as compared to MSNs 

(Ramanathan et al., 2002; Figure 2.2). Given that FSIs regulate different, specific action 

subcomponents by firing in ensembles (Roberts et al., 2019), it is possible that different 

areas of cortex converge onto specific FSI ensembles to regulate the speed, and therefore 

timing (Kim et al., 2019), of the specific action subcomponents they encode. Furthermore, 

our findings may point to a novel mechanism for the formation of discrete FSI ensembles 

mediating reward learning in order to distinguish between cues (Bakhurin et al., 2016; Lee 

et al., 2017).  

We herein provide the first evidence of the integration of demonstrably high levels 

of convergent cortical input onto FSIs (Ramanathan et al., 2002) serving a functional 

physiological role as a mediator of FSI synchronous firing (Figure 2.4). This stands in 

support of findings about other inhibitory cell networks in the brain demonstrating 

convergent excitation onto an inhibitory neuron population may mediate synchrony and 

feedforward inhibition networks (Wang et al., 2019) and opens doors to further 

investigation of how this mechanism may be targeted in contexts where habits are formed 

or facilitated. 
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4.2 Midbrain BDNF and alcohol reward 

We find ex vivo that the VTA and plPFC both release BDNF into the NAc, which 

diminishes inhibition onto NAc MSNs (Figure 3.1 and 3.5). We also find that ethanol 

augments this disinhibition at least at VTA → NAc MSN synapses (Figure 3.1). 

Furthermore, stimulating both these projections with oLFS separately in vivo drives a CPP 

(Figure 3.2 and 3.5). NAc-iLTD induction ex vivo is frequency-dependent, as well as 

VTA-induced CPP (Figure 3.4). Additionally, CPP driven by oLFS of VTA is dependent 

upon BDNF signaling but may also require dopamine signaling (Figure 3.2). Lastly, 

subthreshold rewarding stimulation of VTA afferents coupled with a subthreshold 

rewarding dose of ethanol together drive CPP in a BDNF-dependent manner (Figure 3.6). 

NAc disinhibition is equally expressed on MSNs expressing either D1R or D2R 

(Patton et al., 2019). Here we find that optogenetically stimulating plPFC or VTA afferents 

in the NAc utilizing our ex vivo NAc-iLTD induction protocol (LFS) drives a CPP in vivo 

(Figures 3.2 and 3.5), suggesting it is rewarding to the mice. While much work remains to 

be done in determining whether the disinhibition of NAc MSNs we see in slice that is 

dependent upon BDNF signaling is mediating the CPP we observe, our work has the 

potential to stand in support of mounting evidence that MSN output pathways are not 

dependent upon whether the MSNs activated express D1R or D2R (Kupchik et al., 2015; 

Kupchik and Kalivas, 2017). It is impossible to conclude from our findings that the effects 

we see in vivo are directly attributable to the mechanism we have detected ex vivo. But 

even in the case that they are, the MSN subtype non-specificity of NAc disinhibition ex 

vivo (Patton et al., 2019) may very well not be paralleled in vivo. TrkB receptor expression 

is higher on MSNs expressing D2R (Lobo et al., 2010; Baydyuk et al., 2011), suggesting 
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this subpopulation may be preferentially targeted by afferents releasing BDNF. Viral 

tracing techniques enable visualization of afferents targeting the dendrites and somas of 

postsynaptic targets, and that would an efficient way to broaden our understanding of how 

the VTA and plPFC target D1R and D2R MSNs in the NAc. 

We demonstrate that NAc disinhibition is not modulated by dopamine signaling ex 

vivo (Figure 3.1) and our in vivo data suggest that BDNF release in the NAc supports 

motivated behaviors (Figures 3.2, 3.3, and 3.6).  This stands in support of many studies 

demonstrating that BDNF positively modulates reward learning and reinstatement: 

activation of TrkB via exogenous intrastriatal infusion of BDNF minimizes response 

preservation to an initial strategy for obtaining a reward, thereby facilitating faster strategy 

shifting for receipt of a reward (D’Amore et al., 2013). Moreover, increases in BDNF 

driven expression by the enzyme LSD1 is critical for rats to be successfully conditioned to 

press for rewarding self-stimulation (Sagarkar et al., 2021). However, the CPP we observe 

is abolished following administration of a broad dopamine receptor antagonist (Figure 

3.2). This suggests that dopamine-dependent reward mechanisms are being induced in vivo, 

and more experiments are needed to confirm if this is the case. It is possible that in vivo, 

dopamine and BDNF interact to drive reward. In a molecular investigation on dopamine 

signaling in NAc D1R MSNs and its regulation of reward-related behavior via downstream 

signaling activation of mitogen-activated protein kinase (MAPK), investigators discovered 

that MAPK phosphorylates Neuronal Per Arnt Sim domain protein 4 (Npas4) to increase 

its interaction with CREB-binding protein (CBP), thereby increasing the transcriptional 

activity of Npas4 at the BDNF promoter to enhance reward-related learning and memory 

(Funahashi et al., 2019). Because we administered flupenthixol dihydrochloride 
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intraperitoneally, it is also possible that its interruption of dopamine signaling in other areas 

of the brain impacted the ability of mice to experience reward. A more localized 

administration of the drug via cannulation prior to conditioning could address this. We also 

did not differentiate between D1R and D2R MSNs when inducing NAc-iLTD ex vivo in 

the presence of flupenthixol, thus it is possible that dopamine signaling modulates 

inhibitory plasticity differentially on MSN subpopulations and we were not able to detect 

this with our slice experiment setup. Recording from MSN subpopulations in the presence 

of dopamine receptor antagonists could help confirm this.  

We provide data suggesting that this BDNF-mediated mechanism is susceptible to 

modulation by ethanol (Figure 3.1g and 3.6). This supports previous findings suggesting 

that systemic delivery or self-administration of alcohol leads to activation of NAc H-Ras, 

a protein downstream of TrkB receptors, which is required for alcohol seeking and elevated 

consumption (Hamida et al., 2012). Further validation that the two indeed interact during 

CPP in vivo is critical to conclude that this mechanism mediates any aspect of alcohol 

reward; recording inhibitory postsynaptic currents in NAc MSNs following subthreshold 

oLFS and subthreshold ethanol CPP and determining whether NAc-iLTD is occluded 

would enable a better understanding of whether NAc MSNs experienced disinhibition. 

Repeating this experiment with inclusion of CTX-B or with the Flx-TrkB line of mice 

would provide more clues about whether this interaction truly requires BDNF signaling.  

Moreover, we did not explore whether ex vivo ethanol augmentation of NAc-iLTD 

(Patton et al., 2019 and Figure 3.1) and the in vivo interaction of these two stimuli (Figure 

3.6) require dopamine signaling to be intact. Acute ethanol can increase dopamine 

transmission in the NAc and this mechanism is largely accepted as being the predominant 
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mediator of the rewarding properties of ethanol (Di Chiara, 1997; Soderpalm and Ericson, 

2009; Bassareo et al., 2017; Dahchour and Ward, 2022). Thus, it is possible that ethanol 

modulation of inhibitory synaptic strength in the NAc is not entirely dopamine-

independent. This is further supported by lines of evidence linking dopamine signaling 

with GABAergic signaling in the NAc (Lof et al., 2007) and even specifically BDNF 

interplay with dopaminergic modulation of GABA receptor expression (Jeanblanc et al., 

2006; Leggio et al., 2019). However, these findings suggest that dopamine and BDNF 

postsynaptic signaling cascades converge to strengthen GABA inhibition in the NAc and 

control ethanol consumption, which theoretically opposes what we observe herein. 

Determination of whether dopamine modulates ethanol augmentation of NAc disinhibition 

is essential for furthering our understanding of BDNF and dopamine interplay as it relates 

to inhibitory plasticity and ethanol reward. Utilizing flupenthixol dihydrochloride while 

eliciting subthreshold oLFS in combination with a subthreshold rewarding dose of ethanol 

during conditioning in vivo may provide some clues.  

Despite our findings suggesting that VTA BDNF contributes to NAc-iLTD (Figure 

3.1), we also find that plPFC BDNF is sufficient to drive NAc-iLTD and that stimulation 

of these afferents in vivo drives a CPP (Figure 3.5). Because we did not inhibit BDNF 

signaling during this CPP, it remains unclear whether the CPP driven by plPFC afferent 

stimulation is mediated by BDNF signaling. We also did not test whether excitation of 

plPFC inputs alters the strength of glutamatergic neurotransmission in the NAc. As such, 

it is possible that we observed a CPP mediated by altered glutamate synaptic strength 

driven by plPFC terminal activation in the NAc, as others have found that elevated plPFC 

glutamate is associated with initiation, learning, and remembrance of reward-associated 
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behaviors (Kalivas and Volkow, 2005; Alasmari et al., 2018; Pena-Bravo et al., 2019). 

Recording excitatory postsynaptic currents (EPSCs) ex vivo before and after oLFS of 

plPFC afferents would elucidate whether excitatory projections are altered following 

plPFC afferent stimulation in the NAc. Alternatively, PFC afferents in the NAc can activate 

dopaminergic terminals (Mateo et al., 2017). Perhaps optogenetically stimulating plPFC 

afferents twice over the span of 30 mins activates VTA dopaminergic terminals to 

indirectly drive a CPP. Administration of flupenthixol dihydrochloride prior to 

conditioning could enable determination of whether plPFC-induced CPP is dopamine-

dependent. 

We herein support previous studies demonstrating that VTA dopaminergic 

projections non-canonically release BDNF (Seroogy et al., 1994, Koo et al., 2016) and 

GABA (Tritsch et al., 2014) and provide evidence that this release of BDNF is involved in 

mediating NAc inhibitory synaptic plasticity in the slice preparation and may influence 

behavior. Confirmation of whether we actually induced NAc disinhibition in vivo with 

oLFS is needed; recording inhibitory postsynaptic currents following CPP and 

investigating if NAc-iLTD is occluded could address this. Alternatively, recording NAc 

MSN activity with in vivo electrophysiology or calcium imaging and determining whether 

cells are more active following oLFS in the presence of CTX-B or flupenthixol 

dihydrochloride would help broaden our understanding of whether NAc disinhibition 

mediated by BDNF occurs following oLFS. Intracranially administering BDNF into the 

NAc and recording NAc MSN output in vivo may further elucidate the behavioral relevance 

of our ex vivo findings, which have also revealed that exogenous BDNF administration is 

sufficient to disinhibit the NAc (Patton et al., 2019). In vivo electrophysiology experiments 
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could also be used to further confirm if the dopamine-dependent CPP we observe is 

attributable to disinhibition of NAc MSNs, by stimulating VTA afferents with oLFS in the 

presence of flupenthixol dihyrochloride and measuring resultant MSN activity. Inhibitory 

neurotransmission in the NAc and its relevance towards reward as it relates to drug misuse 

and addiction is highly unexplored and it is critically important it continues to be 

investigated in order to enable a broader understanding of reward circuitry. Continuing to 

unravel the role of BDNF signaling in mediating inhibitory plasticity onto NAc MSNs will 

help fill in many gaps in knowledge about NAc MSN output, the relationship between 

BDNF and reward, and how alcohol hijacks midbrain circuitry. 

  

4.3 Future Directions 

FSI ensembles and alcohol 

We find that increasing the level of cortical convergence onto FSIs increases their 

synchrony (Figure 2.6). It is possible that alcohol strengthens the cortico-FSI synapse itself 

to strengthen cue-reward associations for the development of compulsive alcohol 

consumption and habitual responding for alcohol. But the fact that the basal strength of 

inhibition in the DLS is twice that of the DMS (Wilcox et al., 2014) points to alcohol 

modulation of GABAergic strength as a likely indirect mechanism through which alcohol 

may alter FSI integration of corticostriatal inputs. Acute alcohol exposure diminishes the 

strength of inhibition from FSIs and other MSNs onto MSNs (Patton et al., 2016) and 

repeated alcohol exposure causes differential changes in sensitivity to GABAergic 

transmission in the DLS and DMS, whereby it enhances inhibitory tone in the DMS and 

diminishes it in the DLS (Wilcox et al., 2014). These findings coupled with our model 
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suggest that diminished inhibition onto FSIs by alcohol may increase their sensitivity to 

cortical innervation, thus increasing their efficiency as modulators of MSN output to 

support compulsive action sequences, such as that of the pursuit and consumption of 

alcohol.  

To determine whether this is the case, we first need to know whether alterations in 

corticostriatal strength impact FSI ensembles in vivo and whether this impacts the encoding 

of action sub-components. Our lab has previously utilized in vivo calcium imaging for the 

discovery of FSI ensemble activity encoding action sub-components (Bradley et al., 2019). 

I propose utilizing this method for detection of discrete FSI ensembles while inhibiting 

cortico-FSI strength with the prediction that weakened corticostriatal strength will 

significantly impact action kinematic encoding  and may lead to more uncoordinated 

movement. To weaken the cortico-FSI projection, I would use various concentrations of 

IEM-1460, a blocker of AMPA receptors lacking the GluA2 subunit that are expressed 

only on FSIs (Magazanik et al., 1997; Oran and Bar-Gad, 2018). Use of this inhibitor in 

other studies results in abnormal movements that is associated with diminished firing rate 

of FSIs (Bronfield and Bar-Gad, 2011; Oran and Bar-Gad, 2018), but no one has looked at 

the consequences of this inhibitor on FSI synchrony. Should I find that IEM-1460 indeed 

results in diminished FSI ensemble synchrony, it would be worthwhile to utilize this drug 

as a tool to determine whether alcohol relies on FSI ensembles regulated by cortical activity 

to facilitate habitual consumption of alcohol. Thus, I would subject mice to a chronic 

intermittent voluntary ethanol consumption paradigm (Drinking in the Dark or DID; 

Rhodes et al., 2005) while treating them with IEM-1460 and measure the extent (if any) 

mice elevate their consumption over time as well as compulsivity (measured by whether 
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mice continue to consume ethanol despite addition of the bitterant quinine to their bottles) 

as compared to control groups. If alcohol indeed targets FSI ensembles and relies on the 

strength of their synchrony to regulate habit formation, I predict that these mice would 

drink less than controls and not compulsively consume it. If alcohol acts through other 

means to enhance the synchrony of FSIs (such as inhibitory inputs or via FSI → MSN 

synapses), I would expect little differences between these groups.  

BDNF, NAc disinhibition, and context-dependence 

The role of BDNF in alcohol reward is highly disputed. Investigations on GABA, 

dopamine, and BDNF as they relate to alcohol consumption are contradictory, but also 

highly informative. Genetic deletion or pharmacologically blocking D3R (a D2-like 

receptor) increases expression of GABAA receptors (Leggio et al., 2015), which inhibits 

voluntary alcohol consumption due to the resultant elevated strength of inhibitory 

neurotransmission in the NAc (Leggio et al., 2014; Leggio et al., 2019). Pharmacologically 

inhibiting D3R diminishes consumption of ethanol in mice with intact D3R receptors 

(Leggio et al., 2014). This may be due to a mechanism involving BDNF, as blocking BDNF 

signaling with an antagonist diminishes ethanol intake and lowers D3R expression in 

wildtypes (Leggio et al., 2014). These findings suggest that D3R together with increased 

RACK1/BDNF expression reinforces ethanol consumption (Leggio et al., 2014), which is 

supported by other work finding that acute systemic administration of alcohol activates 

NAc H-Ras, a protein activated downstream of TrkB that alcohol directly targets as does 

operant self-administration of alcohol (Hamida et al., 2012). Genetic knockdown or 

pharmacological inhibition of NAc H-Ras reduces ethanol consumption alone as compared 

to other solutions and attenuates goal-directed seeking for alcohol (Hamida et al., 2012). 
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However, others examining this exact mechanism and its relationship to alcohol 

completely contradict this understanding. Diminishing BDNF levels in the dorsal striatum 

increases behavioral responding for alcohol (McGough et al., 2004). Conversely, following 

acute ethanol administration or ethanol consumption, RACK1 translocates to the nucleus 

of neurons to increase BDNF expression, which resultantly elevates D3R expression in the 

striatum to suppress consumption of ethanol (McGough et al., 2004; Jeanblanc et al., 2006). 

This suggests that perhaps alcohol triggers a homeostatic, protective mechanism to reduce 

further consumption. Although these studies contradict in their understanding of the exact 

role of BDNF in alcohol intake, they agree that BDNF is targeted by alcohol in a 

behaviorally impactful way. 

Human studies reveal that sensitivity to alcohol reward predicts whether individuals 

go on to develop AUD (King et al., 2011; King et al., 2014; King et al., 2016; King et al., 

2021; King et al., 2022). Thus, investigating mechanisms mediating the rewarding 

properties of alcohol, which drive binge consumption and goal-directed pursuit of alcohol, 

are critical towards developing a better understanding of how alcohol reconstructs the 

strength of circuits mediating reward over time. Elevation of GABAA due to D3R receptor 

deletion inhibits voluntary ethanol consumption (Leggio et al., 2015) and H-Ras activation 

downstream of TrkB promotes consumption of ethanol (Hamida et al., 2012), suggesting 

that BDNF-mediated weakening of GABAergic neurotransmission in the NAc would 

support consumption of ethanol. However, VTA BDNF is also associated with enhanced 

sensitivity to social defeat stress (Berton et al., 2006; Krishnan et al., 2007; Koo et al., 

2016), which can also lead to elevated drug consumption (Graham et al., 2007; Grimm et 

al., 2003; Narita et al., 2003; Nikulina et al., 2008; Wang et al., 2016; Wang et al., 2017). 
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The disparity between these investigations into the role of BDNF in reward suggests that 

the system is highly context dependent. It is apparent that the contexts in which BDNF is 

released and in which the BDNF signaling system is manipulated drastically impact 

whether it supports reward or stress. Continuing to investigate its roles in these different 

contexts is the only way to discover why this is the case. But what all of these investigations 

do agree on is that BDNF signaling increases sensitivity to the environment, cues, and 

internal states whether they be reward- or stress-related.  

We find that optogenetically interrogating BDNF-releasing terminals in the NAc 

results in a CPP. But we have a long way to go in determining the implications of this. 

What does NAc-iLTD encode? What are the implications of its interaction with alcohol? I 

first propose determining whether NAc MSNs are disinhibited following LFS with in vivo 

electrophysiology. Following that, I would utilize the same experimental setup to confirm 

that this mechanism is primarily BDNF-mediated through the use of dopamine antagonists, 

CTX-B, and Flx-TrkB mice with TrkB ablated in the NAc.  

I then would propose investigating whether BDNF-mediated NAc disinhibition 

promotes reward-related consumption of ethanol and/or chronic stress-induced 

susceptibility to depressive behaviors. I hypothesize that BDNF enhances the sensitivity of 

the NAc and that in circumstances where its expression or release is elevated, whether they 

be rewarding or aversive, the triggers and cues in those environments become more salient. 

I would test this by investigating whether oLFS of VTA afferents in the NAc contributes 

to voluntary ethanol consumption (DID) and chronic social defeat stress (Koo et al., 2016). 

For all groups in experiments, I would compare controls to groups of mice undergoing the 

same procedures with altered BDNF signaling (via targeting of H Ras or TrkB). For the 
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DID condition, I would oLFS VTA afferents as mice undergo the voluntary ethanol 

paradigm (once every 30 minutes for the 4 sessions over the course of the 4 week protocol) 

and measure their consumption over time. We know that mice can be trained to escalate 

their ethanol consumption in the DID paradigm and that by the end of the 4 weeks, they 

compulsively consume ethanol. But I predict that mice with BDNF signaling intact will 

escalate their drinking faster and drink larger volumes than mice with blocked BDNF 

signaling. Moreover, I predict that those with BDNF signaling intact also receiving VTA 

oLFS will escalate their consumption the fastest and drink the most. For the chronic social 

defeat stress condition, I would oLFS VTA afferents in the NAc before or during the daily 

defeat stress sessions and measure their social interaction ratios following defeat sessions 

for susceptibility or resilience to stress. I predict that mice receiving VTA oLFS in the NAc 

with BDNF signaling intact will be significantly more susceptible to stress-induced 

depressive behaviors than the other groups. These findings would support that BDNF 

modulates the VTA → NAc circuit so that it is more sensitive to environmental cues and 

internal states. Should this be the case, BDNF may theoretically be a promising target for 

AUD; heightened sensitivity to stress and heightened sensitivity to reward are the primary 

proposed reasonings for alcohol misuse and abuse.  

However, others have reported that BDNF release from the VTA reduces morphine 

reward (Koo et al., 2012) and enables resilience to social stress via its targeting of D1R 

MSNs (Pagliusi et al., 2022). Additionally, recall that NAc-iLTD is expressed on both D1R 

and D2R MSNs (Patton et al., 2019). An alternative hypothesis is that oLFS of VTA 

afferents in vivo preferentially targets D1R MSNs, or that D1R MSN disinhibition is more 

salient to mice; if this is the case, I would expect to see increased resilience to stress. 
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Revisiting the contradictory findings on the interplay between BDNF, dopamine, and 

ethanol, lack of D3R (a D2R-like receptor) increases GABAA expression to inhibit 

consumption (Leggio et al., 2015), yet increased BDNF from ethanol consumption 

increases D3R expression to also suppress ethanol consumption (McGough et al., 2004; 

Jeanblanc et al., 2006). Using the 4 week long voluntary ethanol consumption paradigm of 

DID while stimulating VTA afferents and manipulating the BDNF system may enable a 

better understanding of these discrepancies as it is possible that the role of BDNF in 

consumption of ethanol changes over time; perhaps different mechanisms are engaged 

depending on the stage in which mice are engaging in consumption of ethanol. 

In the dorsal striatum, the effect of ethanol over time is that it shifts brain circuitry 

from being flexible during learning processes to being inflexible for the regulation of 

habits. Under that same logic for the ventral striatum, BDNF may support flexibility in 

NAc circuitry during earlier stages of alcohol consumption. Over time, as alcohol use 

progresses, the NAc may become more inflexible to rewarding cues, including alcohol, but 

the memory of alcohol reward remains and thus a habitual pursuit for this reward in 

response to external triggers or cues continues.  

 

4.4 Rethinking AUD treatment strategies 

There are currently few treatment options available for AUD. The Food and Drug 

Administration has approved three medications: disulfiram, naltrexone, and acamprosate 

(Ross and Peselow, 2009). Disulfiram (Antabuse) targets the metabolism of alcohol, 

causing unpleasant symptoms upon consumption of the drug (Hughes and Cook, 1997). 

Because it does not target withdrawal symptoms of AUD, those treated with disulfiram 
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tend to stop taking it so that they can continue to consume alcohol to alleviate withdrawal 

symptoms (Fuller and Gordis, 2004). Naltrexone (an opioid receptor antagonist) and 

acamprosate (an inhibitor of glutamate signaling via NMDA receptors; al Qatari et al., 

1998) are a bit more effective than disulfiram, but this is largely due to the fact that you 

have to already be abstinent from alcohol prior to taking them as their purpose is to 

diminish relapse following abstinence (Snyder and Bowers, 2008). How does an individual 

become abstinent prior to pharmaceutical intervention? This typically requires cognitive or 

behavioral therapeutic intervention or admittance into mutual-support groups such as 

Alcoholic’s Anonymous (AA; Smart and Mann, 2000; Kelly and Yeterian, 2011). There 

are more homeopathic treatment options available for AUD as well, including acupuncture, 

which even demonstrably inhibits VTA GABAergic and dopaminergic neuronal activity 

to reduce ethanol self-administration in rats (Yang et al., 2010; Bills et al., 2022). While 

these options are effective for some recovering patient populations, they do not work for 

everyone. Furthermore, the process of seeking treatment often ironically increases stress, 

which in and of itself worsens relapse; alcohol users report high rates of relapse when they 

are under great stress and cycles of alcohol consumption and abstinence activate stress 

systems (Koob and Le Moal, 2008; Koob, 2013). 

 Development of treatment options beyond these is difficult. For decades, the focus 

for preclinical drug development has been on targeting symptomology of later stages of 

AUD, such as withdrawal. But these efforts are not met with much success in patient 

populations. Furthermore, symptomology that arises early in the onset of AUD such as 

heightened sensitivity to reward and compulsivity may reliably predict populations of 

individuals susceptible to AUD development. As previously described, those that binge 
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drink or misuse alcohol frequently consume alcohol in that manner; quickly identifying 

these populations of individuals and treating their sensitivity to alcohol reward or their 

compulsive consumption of alcohol following exposure to salient, triggering cues could 

potentially bring down the adverse health comorbidities that arise as alcohol misuse 

continues and chronic alcohol exposure wreaks havoc on the brain and body (as reported 

by the World Health Organization, also see reviews: Gunnar et al., 1971; Segel e tal., 1984; 

Dunne, 1989; Spies et al., 2001; Reidy et al., 2011; Gao and Bataller, 2011; Kim et al., 

2012; de Menezes et al., 2013; Surtel et al., 2014; Rocco et al., 2014; Pasala et al., 2015; 

Simet and Sisson, 2015; Szabo and Saha, 2015; Dunn and Shah, 2016; McHugh and Weiss, 

2019; Kourkoumpetis and Sood, 2019; Helle et al., 2020; Geoffroy et al., 2020; McGinn 

et al., 2021; Wang et al., 2021; Wigger et al., 2022; Martinez-Costillo et al., 2023).  

BDNF is likely not a realistic treatment target due to its widespread expression 

across the brain and body, which raises the likelihood of adverse side effects. While 

proteins downstream of TrkB activation show promise as potential targets preclinically 

(such as HRas: Hamida et al., 2012), there is little evidence to support that these targets 

primarily enable alcohol-related pursuit and that disrupting their signaling would not 

impede upon other motivated behaviors. BDNF supports a wide variety of behavioral 

phenotypes in a highly context-dependent manner. With regards to reward-related 

behaviors, it even drives oppositional region-specific effects (hippocampus vs. VTA → 

NAc BDNF), demonstrating the high risk in targeting the BDNF system to treat diseases 

such as AUD (Nestler and Carlezon, 2006). However, it is possible that BDNF and 

proBDNF could be used as biomarkers for AUD. Biomarkers are critical tools when 

treating a disease that develops over long periods of time, such as AUD, not only because 
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they enable more accurate diagnostics but also because they serve as a measurable way of 

discerning whether a treatment is working – sometimes even before those being treated 

feel any different. For AUD and other addictions, biomarkers may be especially useful as 

a tool because the onset and severity of addictions are so context specific. Investigations 

of BDNF as a biomarker for a variety of diseases and conditions relating to altered 

motivation and reward-related behavior show promise. For instance, lower BDNF serum 

and plasma levels are seen in those with eating disorders (Shobeiri et al., 2022; Phillips et 

al., 2014). BDNF blood levels have been broadly explored with regards to alcohol use and 

context of alcohol intake. Even the age in which individuals start drinking impacts 

proBDNF and BDNF blood levels. While BDNF concentration increases over time 

throughout adolescence in non-drinking individuals, those who drink prior to 15 years of 

age exhibit lower proBDNF and BDNF levels (Miguez et al., 2020). Interestingly, those 

who use alcohol after the age of 15 also have altered BDNF levels as compared to non-

drinkers, with higher levels of BDNF despite unchanged proBDNF levels (Miguez et al., 

2020). It is well established that during the progression of AUD, the brain and body adapt 

to the alterations alcohol makes and thus chronic alcohol exposure is known to have 

drastically different effects as compared to “acute” alcohol exposure. As such, it falls to 

reason that those with alcohol dependence may have altered BDNF blood levels as 

compared to those drinking heavily over a shorter period of time. Joe et al. (2007) found 

that there is decreased plasma BDNF in alcohol-dependent individuals. However, as 

previously mentioned, many suffering from AUD also endure psychiatric comorbidities. 

BDNF blood levels in these populations provide insight not only about BDNF as a 

biomarker but also about transdiagnostic aspects involved with AUD and psychiatric 
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disorders. For instance, those experiencing anhedonia in AUD and depression have reduced 

peripheral levels of BDNF (Levchuk et al., 2020).  As many of those being treated from 

AUD are abstinent from alcohol, researchers have also investigated BDNF blood levels in 

patients undergoing detoxification. Similarly to those still consuming alcohol, decreased 

BDNF plasma concentrations can be seen (Garcia-Marchena et al., 2017).  While more 

investigations are needed, BDNF serum and plasma levels seem to be incredibly sensitive 

to alcohol use over time as well as the context in which it is consumed, suggesting that 

BDNF may serve as an effective biomarker for alcohol use, AUD severity, and 

detoxification.     

Comorbidity of psychiatric illnesses with AUD is an important variable to consider 

in the development of treatment options. Additional illness(es) may affect the course of 

AUD as well as response to treatment. Interestingly, investigations into treatment options 

for comorbidities of AUD that impair the experience of reward have revealed that many of 

these therapeutics work, in part, through their targeting of the BDNF system. For instance, 

escitalopram oxalate (Lexapro) is an approved drug in the treatment of depression and 

researchers have found that it targets intracellular pathways linked to BDNF cascades while 

increasing pro-BDNF levels in rat prefrontal cortex (Alboni et al., 2010). Additionally, 

inhibiting BDNF signaling in the hippocampus is preventative against the beneficial impact 

of exercise on mood and cognitive function, including learning and recall abilities 

(Vaynman et al., 2004). Buspirone has begun to be explored as a novel therapeutic for 

AUD (Collins et al., 1987; see also review: Malec et al., 1996). Buspirone targets the 

interplay between BDNF and dopamine signaling systems to diminish ethanol intake 

(Leggio et al., 2014). Ethanol consumption is substantially higher in wildtype mice as 
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compared to D3R knockout mice, and, while it effectively increases RACK1 and BDNF 

expression in both wildtype and D3R knockout mice, it increases D3R expression only in 

wildtypes (Leggio et al., 2014). Blocking BDNF signaling with an antagonist diminishes 

ethanol intake and lowers D3R expression in wildtypes and blocking signaling via D3R 

with buspirone also diminishes ethanol consumption culminating in the understanding that 

increased D3R associated with RACK1/BDNF expression may reinforce ethanol 

consumption (Leggio et al., 2014). But others find that D3R and BDNF/RACK1 signaling 

drive a homeostatic mechanism that attenuates alcohol consumption (Logrip et al., 2009). 

And notably, the efficacy of buspirone is not as strong in AUD populations that do not also 

suffer from anxiety disorders (Malec et al., 1996; Kranzler et al., 1994). This supports the 

theory that different patient populations have different needs; more discrete treatment 

strategies must be developed, whereby the health of individuals beyond their AUD is 

considered before moving forward with treatment.  

Since the 1980s, researchers have attempted to categorize those suffering from 

AUD, as mounting evidence suggests that AUD is a heterogeneous disease (Clonginger et 

al., 1981; Cohen et al., 2019; Duko et al., 2019; Schmid et al., 2020; Maurage et al., 2021; 

Kovacs et al., 2022; Maisto et al., 2022; Pickard, 2022; Puddlephatt et al., 2022). The 

success of cognitive and behavioral therapies and group therapies such as AA over 

pharmaceutical treatment in reducing relapse (Smart and Mann, 2000; Kelly and Yeterian, 

2011) may be due to the fact that these options are more specific to the distinct needs of 

individuals with AUD. Furthermore, they provide patients with individuals and 

environments that support them as they learn to identify the cues that trigger them to use 

alcohol while developing healthier coping strategies. 
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Beyond neurobiological heterogeneity in AUD, it is important to acknowledge that 

there are also economic and social differences amongst those suffering from addiction 

(Pickard, 2022). Many barriers exist for therapeutic intervention such as personal family 

issues, lack of insurance or “hassles” with Medicaid, suspicion, aversion to treatment due 

to methadone maintenance, limited slots available in treatment programs, homelessness, 

child-care issues, and the lack of personal identification (Appel et al., 2004). Even if these 

barriers are overcome, tensions between treatment personnel and patient populations can 

make communication and meeting needs appropriately difficult. This is worsened by 

agency manager reports of inadequate funding and lack of appropriate programs, as well 

as the social stigmatization of addicts (Appel et al., 2004). Since the 1990s, there has been 

an awareness that alcohol addiction and drug abuse recovery services with programs for 

women, adolescents, and the mentally ill may be critical for treatment of many homeless 

populations suffering from addiction (Drake et al., 1991; McCarty et al., 1991; Robertson, 

1991). Easing up on insurance and identification requirements as well as increasing 

resources and funding even if just by a little year after year are a couple proposed remedies 

for these issues (Appel et al., 2004), but unfortunately, most proposed solutions are ignored 

and these problems have largely persisted over the years. Hopefully, educating the public, 

scientists, and clinicians about the many disparities in ease of access to treatment can help 

enable better communication with patient populations so that the voices of AUD 

populations who are not able to speak for themselves are strengthened. 
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